TECHNICAL ISO/TS
SPECIFICATION 19468

First edition
2019-10

Intelligent transport systems —
Data interfaces between centres for
transport information and control
systems — Platfornrindependen
model specifications for data exchange
protocols for transport information
and control systems

Systémes de transport intelligents — Interface de données eptre
centres pour-les systémes de commande et d'information de§
transports'<= Spécification du modéle indépendant de plateforme
pour lesprotocoles d'échange de données pour les systémes (de

commande et d'information des transports

Reference number
ISO/TS 19468:2019(E)

©1S0 2019


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

CUFYRIGHT FRUTECUCTED DUOCUMEN I

© 1S0 2019

All rights reserved. Unless otherwise specified, or required in the context of its implementation, no part of this publication may
be reproduced or utilized otherwise in any form or by any means, electronic or mechanical, including photocopying, or posting
on the internet or an intranet, without prior written permission. Permission can be requested from either ISO at the address
below or [SO’s member body in the country of the requester.

ISO copyright office

CP 401 o Ch. de Blandonnet 8
CH-1214 Vernier, Geneva
Phone: +41 22 749 01 11
Fax: +41 22 749 09 47
Email: copyright@iso.org
Website: www.iso.org

Published in Switzerland

ii © IS0 2019 - All rights reserved


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

Contents Page
FFOT@WOTM ........ooccccceeeesse e85 5588585555555 vi
IIMETOUICEION. ..o vii
1 S0P ... 1
2 NOIIMATIVE FEERTEIICES .........cccooii et 1
3 Terms and defiNITIONIS ... 1
4 Symbols and abbreviated terms...
5 Exchange modelling frameworK ... G 4
51 OVETVIEW ..o e 4
5.2 Business scenarios and Functional Exchange Profile (FEP) -
5.3 Requirements, feature and exchange Patterns....... @y o 5
5.4  Business scenario: Information delivery ... N T fo 6
541  OVEIVIEW ..o .6
5.4.2  Requirements ... 8
5.4.3 Data delivery exchange pattern . 8
5.4.4  Specific exchange pattern specification PIM included in this document.|. 9
5.5 Business scenario: Collaborative ITS Service (CIS), .0 e . .9
5.5. T OVEIVIBW oo ettt 9
5.5.2  Data exchange enabling service requestand feedback paradigm 9
5.5.3  REQUITEIMENTS ....ooooiioooieeseees gesssseessssessssssss s
5.6 Exchange data model.......
5.7 Data exchange features.......
5.7.1  Context diagram ..
5.7.2  FRATUIES ..o e
6 SNAPSIOE PULL. e
6.1 OVEIVIBW ..ot ATttt
6.2 Exchange pattern messages definition. ...
6.2.1  Overall presentation.............
6.2.2  Basic exchange pattern
6.2.3  Relevantexchange information in exchange data model
6.2.4  EXChANZE MESSAZES ......ooooioroieeiieeieieeeee e
6.3 Features implementation description
0.3. 1 FOMRTVIEW .ok
6.3. 2~ N\ SUDSCIIPTION CONTIACT....oocoee e
6.303) SESSION ...ooooiiviiiiriricsircsrcesce s
634  Information management
6.3.5 Datadelivery ...
6.3.6  Self-description
6.3.7 Communication
6.3.8  OPtIMISATION ISSUES ......ooooiioiiiiicrieieceeiiee s
7 SNAPSIOT PUSIL.......oooooo st
7.1 O VETVIBW ...t
7.2 Exchange pattern messages definition
7.2.1  OVEIVIEW ..o
7.2.2  Basic exchange pattern
7.2.3  Relevant exchange information in exchange data model
7.2.4  EXChange MESSAZES ...
7.3 Features implementation deSCriPriON ...
7.3.1  SUDSCIIPTION CONTIACT....ooccoieiiere e
W8S TN YT o) B
7.3.3  Information management
7.3.4 Datadelivery ...

7.3.5  Self-Description

© 1S0 2019 - All rights reserved iii


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

7.3.6
7.3.7
8 STIMIPLE PUSL ..o

8.1 Overview

8.2 Exchange pattern messages definition. ...
8.2.1  BasSiC €XChANEE PATEEITL ..ot
8.2.2  Relevant exchange information from exchange data model
8.2.3  List of exchanged mesSages............iiiciieiissiescseiess

8.3 Link monitoring and error management

8. Features implpmpnf;\ﬁnn dpcrripfinn
841 OVETIVIBW oot ()
8.4.2  SubSCription CONIACE ..o e o
B3 SESSIOM oo e
8.4.4  Information management
8.4.5 Datadelivery ...

8.4.6  Self-Description
8.4.7  Communication

8.4.8  OptiMiSATION ISSUES ..oooocccccorioiiiicriiseeiesee e e e
9 SRtefUl PuShl e oo
9.1 OVETVIBW ..ottt et
9.7 Exchange pattern messages definition......... iy e
9.2.1  OVeIVIEW...ciiiiisiisseesseres,

9.2.2  Basic exchange pattern
9.2.3  Relevant exchange information from exchange data model
9.2.4  List of exchanged MeSSages..........pm e
9.3 Session status management

9.4 Features implementation deSCriPtion ..o e
041 OVEIVICW ..oooiiiinicsiicicssircesieneesssdad et
9.4.2  Subscription contract............=
9.4.3  SeSSION .. BN
9.4.4  Information management
9.4.5 Datadelivery ...
9.4.6  Self-description
9.4.7  COMIMUINECATIOELY et
10 PUDBLISI SUDSCIIDE ... e
10|11 EXChaNGe ArChItETEULE . ...
10.1.1 Patterirdescription
10.1.2 Thesupplier ...
T0. 1.3 JGHEIIE e
10|12 FeatUNEAESCIIPTION ..o
10.2.1)" Overview
105272 SUDSCTIPEION CONMEIACT ...t
10.2.3  SUDSCIIPTION ..ot
10.2.4 Information management...
10.2.5 Datadelivery ...
10.2.6 Communication and protocol..................
10.3  Publish-Subscribe Functional Exchange Profiles....
10.3.1  OVEIVIEW ..o
T0.3.2  ODJECTIVES ..o
11 Other PIM defiNITIONIS ...t 61
Annex A (informative) Methodology PreSentation ... 62
Annex B (normative) Definition of re QUITE@MENTS. ... 64
Annex C (normative) Basic exchange data model and data dictionary ... 69
Annex D (informative) Introduction to communications and protocols.............. 97

iv © IS0 2019 - All rights reserved


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

Annex E (informative) Major Functional Exchange Profile and exchange patterns for

INFOIMAtION AEIIVETY ...t 102
Annex F (informative) Data delivery background: Stateless and stateful information with

information life cycle Manaement. ... 104
Annex G (informative) Collaborative ITS services (CIS) background ... 106
Annex H (informative) Collaborative ITS services exchange patterns ... 119
BIDLEOZTAPIY . ...t 120

© IS0 2019 - All rights reserved v


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards
bodies (ISO member bodies). The work of preparing International Standards is normally carried out
through ISO technical committees. Each member body interested in a subject for which a technical
committee has been established has the right to be represented on that committee. International
organizations, governmental and non-governmental, in liaison with ISO, also take part in the work.
ISO collaborates closely with the International Electrotechnical Commission (IEC) on all matters of
electrotechnical standardization.

The procddures used to develop this document and those intended for its further maintenanceyare
described|in the ISO/IEC Directives, Part 1. In particular, the different approval criteria needed-\for the
different {ypes of ISO documents should be noted. This document was drafted in accordance with the
editorial fules of the ISO/IEC Directives, Part 2 (see www.iso.org/directives).

Attention|is drawn to the possibility that some of the elements of this document may.be the subjecf of
patent rights. ISO shall not be held responsible for identifying any or all such patent rights. Detailq of
any patenf rights identified during the development of the document will be in the.Introduction andjor
on the IS( list of patent declarations received (see www.iso.org/patents).

Any trade name used in this document is information given for the conveniénce of users and does pot
constitutqg an endorsement.

For an exyplanation of the voluntary nature of standards, the ¢ieaning of ISO specific terms gnd
expressiohs related to conformity assessment, as well as information about ISO's adherence to the
World Tr3gde Organization (WTO) principles in the TechnicakBarriers to Trade (TBT) see www.liso
.org/iso/fpreword.html.

This docyment was prepared by Technical Committee*ISO/TC 204, Intelligent transport systems) in
collaboration with the European Committee for Standardization (CEN) Technical Committee CEN/TC
278, Intelligent transport systems (ITS), in accordance with the Agreement on technical cooperatjon
between [SO and CEN (Vienna Agreement).

Any feedback or questions on this documentshould be directed to the user’s national standards body. A
complete |isting of these bodies can befound at www.iso.org/members.html.
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This document defines a common set of data exchange specifications to support the vision of a seamless
interoperable exchange of traffic and travel information across boundaries, including national, urban,
interurban, road administrations, infrastructure providers and service providers. Standardisation in
this context is a vital constituent to ensure interoperability, reduction of risk, reduction of the cost
base, promotion of open marketplaces and many social, economic and community benefits to be gained
from more informed travellers, network managers and transport operators.
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s document supports a methodology that is extensible.

be able to successfully connect systems and start exchanging data,n an interoperable

thange specification. Data exchange in different scenarios can have'different needs and requ
refore, several data exchange specifications can be needed.

fa exchange specifications need to address two main issyes. First, they model the stg
 actors involved in data exchange, each potentially in différent roles, as well as abstract
'terns for their interactions. Second, they select a suitable implementation platform a

ke following diagram in Figure 1 shows such an abstract communication scenario from the p
h road operator who requires data exchange. interfaces between the different components
brational systems, either between centre.side components or between centre and field de
o0 to exchange information with other r@ad operators or service providers.

Dther road operators

Road operator Service p|

ecify how the abstract scenarios and patterns are effectively implemented on this platforni.

European
European
has been
ad traffic

and easy

y, there is a need to describe and agree on how the exchange should®be'done. This is set oult in a data

lirements.

keholders
exchange
nd clearly

brspective
of its own
bvices, but

rovider

centre

field device

Figure 1 — Abstract communication scenario

S

While the black links between centre side components and field devices may use a variety of
communication protocols, mostly depending on the physical link conditions, the vast majority
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of other coloured links between centre-side components, internal to one organisation or external
to others, is based on an IP network and mostly use the TCP transport layer protocol (UDP is also
possible in a few cases).

Nevertheless, as the different colours indicate, they can very well have significantly different
requirements. Internal links (blue) can reside in one domain of trust, hence do not require protocols
compatible with security gateways. This can already be different for links to other road operators
(red) and will certainly not hold for links to other types of organisations, like service providers, via the
Internet (green).

While different-securi

integration complexity.

In broad ferms, the colours blue - red - green form a hierarchy from more internal, closely-coupled,
well-integrated systems towards external, loosely-coupled, and non-integrated |systems. The
world of jformation and communication technology (ICT) offers a broad range of selutions for the¢se
different cenarios, offering different advantages and disadvantages. It is obviods, that the one-sigze-
fits-all principle will not provide the most efficient way of working here. Even‘on the highest leve] of
abstractidn and inside the ICT domain itself, we already find a well-known battleof paradigms betwg¢en
remote-prpcedure-call (RPC) type service specifications and RESTful architéctures. The same clustgrs
of optiong are found in the domain of ITS standards, where for example-the European standard ffor
the real-tme information interface relating to public transport opetations (SIRI - EN 15531 series)
introducep both concepts as complementary options: Publish-Subsckibe and Request-Response.

As well, the ITS station architecture is not in contradiction with this document but is complementary
of what is|defined in this document. According to the principlestand the taxonomy defined in ISO 21217,
this documnent defines a conceptual notion of:

— How 2 central ITS (sub) stations could communicate;to:
— deliver (application data units) information,

— npgotiate functional service behaviotr for collaborating traffic management functions (even if
this use case could not directly belmatched to ISO 21217 as it is not about information delivery).

— How 4 Central ITS (sub) station could communicate to deliver information (application data units] to
another ITS station with the characteristics of a central ITS station.

This document specifies the priocess of defining the exchange characteristics by use case-driven featllrre
selection pf relevant parameters for the relevant OSI layers as defined in ISO 21217. Two exchange
schemas 4re considered:~Information delivery and Functional service negotiation between central |TS
stations.

The drafting of this. document was guided by the following principles:

— Intergperability, such that different implementations can successfully engage in a data exchange
process; T

— Support legacy implementations which are based on existing (exchange) specification, in order to
maximize investments already made by stakeholders;

— Address other user profiles, not only road operators, and thus make this document available to a
broader audience;

— Reuse of existing (communications) standards, in order to reduce implementation complexity and
take benefit of proven and already existent solutions for common ICT problems;

— Clear separation between the payload content and the exchange model.

The informative Annex A details the adopted methodology for defining this exchange Platform
Independent Model.
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Intelligent transport systems — Data interfaces between
centres for transport information and control systems
— Platform independent model specifications for data
exchange protocols for transport information and

C

1

Thiis document defines and specifies component facets supporting the exchange and shared U

an

ThEe component facets include the framework and context for exchanges, the data content, stry
relptionships necessary and the communications specification, in such@ way that they are in
frgm any defined technical platform.

Thiis document establishes specifications for data exchange between any two instang

fol

Thijis document can be applied for use by othet actors, e.g. car park operators.

Thijis document includes the following tyipes of information:

In
ex

interoperability at technical level can be expected. The definition of such interoperability dom|

pa
Th

ntrol systems

Scope

1 information in the field of traffic and travel.

owing actors:
Traffic Information Centres (TIC);
Traffic Control Centres/Traffic Management Centres (TCC/TMC);

Service Providers (SP).

the use cases and associated reguiirements, and features relative to different exchange si
the different functional exchange profiles;
the abstract elements fot protocols;

the datamodel forekchange (informational structures, relationships, roles, attributes and 4
data types reqtiired).

order to set-up a new technical exchange framework, it is necessary to associate one
rhange profile with a technical platform providing an interoperability domain where plug

-t ofithis document but can be found in other standards or technical specifications, e.g. IS

se of data

cture and
lependent

es of the

fuations;

hssociated

functional
r-and-play
@insis not
D 14827-3.

is‘document is restricted to data exchange. Definition of payload content models is beyond

the scope

of this document.

2
Th

3

Normative references

ere are no normative references in this document.

Terms and definitions

For the purposes of this document, the following terms and definitions apply.

©lI
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ISO and IEC maintain terminological databases for use in standardization at the following addresses:

— ISO Online browsing platform: available at https://www.iso.org/obp

— IEC Electropedia: available at http://www.electropedia.org/

31

business scenario

high level description of the interactions that can exist within a system being analysed or between the
system and external entities (called actors) in terms of business functions

Note 1 to eptry: See also use case (3.20).

3.2
client
entity thaf receives the information

Note 1 to eptry: It is represented in the information delivery business scenario (3.1).

3.3
Functional Exchange Profile
FEP
selection ¢f data exchange features for a particular business scenario (3.1)

3.4
HTTP senjver
software application that provides content to client applications'by using the HTTP protocol

3.5
interoperability domain
pair of Fupictional Exchange Profile (FEP) (3.3) and platform selected for implementing a data exchange
subsystem

Note 1 to ehtry: Each Platform Specific Model (PSMJidocument defines an interoperability domain, which ensufres
that two inmpplementations of this PSM are intereperable and can successfully exchange payload.

3.6
payload dontent model
content npodel

UML definition of the data struetures that can be used to describe travel and traffic information to|be
exchangedl in an exchange system

3.7
payload publication
payload
bundle of information that is exchanged between two exchange systems containing an instance of the
content mpdel (3:6)

3.8
Platform Independent Model

PIM

document describing the abstract model of the standardised data exchange process in a platform-
independent way

Note 1 to entry: This definition is specific to this document.

2 © IS0 2019 - All rights reserved
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PSM
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document providing the implementation details of a Functional Exchange Profile (FEP) (3.3) described

in a Platform Independent Model (PIM) (3.8) for a concrete platform
Note 1 to entry: This definition is specific to this document.

3.10

profile-to-platform mapping
actof dpfining an inhornppr‘nhilih/ domain (L’;)

seff of data providing all of the last known state‘ds opposed to providing partial changes
Note 1 to entry: This definition is specific to this document.

3.16
snapshot pull
pu]l-based exchange pattern where only the last snapshot version is exchanged

snapshot push
puph-based exchange‘pattern where only the last snapshot version is exchanged

3.18

stateful push

puph-basedéxchange pattern where data describing a communication session is maintair
sugcessive;tommunication within that session

supplier
entity that provides the information

Note 1 to entry: It is represented in the information delivery business scenario (3.1).

3.20
use case
ucC

ed across

set of operational interactions between entities (called actors) and a system to ease understanding the

main functions behind such interactions
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4 Symbols and abbreviated terms

ASN.1 Abstract Syntax Notation One

BUC Business use case

HTTP Hypertext Transfer Protocol

ICT Information and Communication Technology
IP tternetProtocot

ITS Intelligent Transport Systems

MDA Model Driven Architecture

REST Representational State Transfer

RPC Remote Procedure Call

SOAP Simple Object Access Protocol

TCP Transmission Control Protocol

TMP Traffic Management Plan

UDDI Universal Description Discovery and Integration
UDP User Datagram Protocol

UML Unified Modeling Language

NOTE Specified in ISO/IEC 19505,

VMS Variable Message Sign

Ww3cC World Wide Web Consortiun
WSDL Web Service Definition Language
WSIL Web Services InSpection Language
WSS Web Services)Security

XML eXtensible Markup Language

5 Exchange modelling framework

5.1 Overview

The model driven approach is chosen to describe exchange: this leads to describe exchange systems
by means of abstract models which are named Platform Independent Model (PIM), in which modelling
of exchange features is done by describing interaction among systems and subsystems as exchange
patterns. These interactions implement system capabilities as features which fulfil exchange
requirements requested by specific business scenarios which are used to specify specific uses of
exchange.

Since simple data exchange process is no longer sufficient for resolving all business needs, this
document encompasses more business functions as stakeholders consolidate their systems and look at
new ways to address the requests they encounter with the tools they already know and have in place.

4 © IS0 2019 - All rights reserved
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5.2 Business scenarios and Functional Exchange Profile (FEP)

This document is based on business scenarios, i.e. a high-level description of the interactions that can
exist within a system being analysed or between the system and external entities (called actors) in
terms of business functions. It is derived from requirements a business scenario has on information as
well as technical parameters. FEPs are identified to ensure interoperable services with the restriction
of determining one FEP per business scenario for a specific technical platform. One FEP can support
more than one business scenario (see Figure 2).

Nn.._'_ _ __c~__ . _._ £__
DUDIIITYD oLcliial v 1vi

Exchange

Functional Exchange
Profile

Platform specific
Mapping for FEP
(part 3)

— Information delivery,
— Collaborative ITS services (partly).

Other business scenarios can be developed in future versions using the same methodology.

5.3 Requirements, feature and exchange patterns

Requirements can vary depending on data exchange applications, i.e. use cases to be fulfilled, so there
are many reasons to consider or not any requirement based both on the gathering of data at supplier
system and the usage of the delivered data in the client.

© IS0 2019 - All rights reserved 5
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Requirements address the following items:

Information provision,
Communications,
Security,

Financial aspects.

Exchange is defined through features which implement the information exchange and fulfils data
exchange requiTenrents:

Dependin
and relati
are possillle, but to be interoperable a client and a supplier shall implement the same
pattern. Allowing a wide variety of possible exchange patterns, the bes

h is chosen, according to requirements the fulfilment of which is granted.by the selected

the same
applicatio

exchange pattern.

Based on
be combir]

The follow

(EP) and Ffunctional Exchange Profile (FEP).

Use Cases

Being
informed on Exchange
Rodd Network features

Status
Information

Broadcast Delivery
nformation Exchange

Display
Messagq ents
onVM$

Requirem

Collaborative
ITS Services

PIM Platform
independent model

Custom Slot /

Tu

e

5.4 Bus if@ss scenario: Information delivery

ing schema in Figure 3 represent the domains of PIM and P

[he requirements of a specific business scenario, a set of appropri
ed into a Functional Exchange Profile (FEP).

Features imp@%aﬁons
d

described

&

;\\

Collaboration
diagrams

Exchange
Pattern

defined by

FEP-+EP ba

=d PIM

b on many possible exchange platforms considered for implementation, a subset of @tu
Ve requirements is possible to be implemented. To fulfil a set of requirements ma ﬂlatforms

res

orm wiith

itable for

%Q\xchange features shall

Qd%troducing exchange pattgrn

Actors
Sub-
systems

Commu
nication
means

an

Implementation

Messages
encoding
rules

Technology

F@E — Business scenario and Functional Exchange Profile (FEP)

5.4.1 Overview

One of the most common applications of a data exchange system is the exchange of traffic and travel
information between two nodes. In such a scenario, one node acts as the supplier of the information
while the other acts as the intended receiver of that information, i.e. the client.

EXAMPLE

It is done by using the form of publications, e.g. in the European DATEX II.

The data delivery business scenario considers the actors as defined in the following Figure 4:
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analysis SystemOverview )

Data exchange environment

data Supplier Notification Client data

«flow» «flow» «flow»

Supplier System Client System

Figure 4 — General data delivery business scenario actors

The following table provides the basic definitions for exchange:

Table 1 — Main definitions in exchange

Name Definition

Suppplier system A system which gathers information (road infarmation) which needs to be ¢onveyed
to another system named client system. Exaniples of supplier systems are traffic

control centres or traffic information centrés or service provider systems, gathering
road data from any available source theyhave.

Cljent system A system which needs to update its internal information based on informatjon which
is available from another system named supplier. Examples of client systems are traf-
fic control centres or traffic infarmation centres or service provider systenis.

Exichange environment |The set of components which ehables information exchange among client systems
and supplier systems via-a-data exchange protocol.

Supplier The component of exchange environment which is devoted to providing datja to client,
retrieving them frem’supplier system.

Cljent The componentofexchange environment which is devoted to collecting datja from
supplier, delivering them to the client system.

Ropd and traffic information.issgathered in a system which is named “Supplier System” ﬂ: case the
information it stores is needed to be transferred to another system, named “Client System”, for any
pufpose.

The data delivery buSiness scenario describes the exchange pattern and messages which afe needed
to pe exchanged among supplier and client systems besides the underneath technology and| exchange
pattern. The purpose for which information is exchanged is not considered in this use case dg¢scription.

As|explainedyin the information delivery background in Annex F, any update of information status at
th¢ suppliersystem shall be replicated to the client system via information delivery. The main objective
of Infotmation delivery is that information on the client system is updated exactly in the samg¢ way as it
is in‘the supplier system without any difference in information values and semantics.

“Exchange message” is defined as the data structure in which the information is coded to transfer
information in the exchange system from the supplier to the client.

Assuming Sc = Client status, Ss = Supplier status, exchange is a mean to have Sc equivalent to Ss,
Formally:
Ss = Information — Supplier — Exchange Message — Client — Information — Sc

i.e. client system status is updated in equivalent mode as supplier system status by means of data
delivery exchange messages between supplier and client.

© IS0 2019 - All rights reserved 7
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Information delivery business scenario scope is implemented by selected exchange features which
enable this scope and other secondary requirements which are based on available features on
considered platforms and patterns.

1) Supplier system characterisation

— Shall provide data as input to the data exchange environment

— Is mandatory for the information data delivery process

2) Data exchange environment

3) Client
— S
— C

b

et

9q

542 R

The norm
scenario i
requiremg

NOTE
in an infor
to which in

543 D

the purpose of information exchange is not considered to be relevant in information delivg

he client of data exchange system should receive and process the messages
system characterisation
hall receive traffic and travel related data from the data exchange environment

hn be eitheranothersystem for further processingorasimple clientferthe contentvisualizati

1siness scenario

mandatory for the information data delivery process.

bquirements

ative Annex B provides a description of allirequirements that exist for specific busin
hcluding information delivery whether they-are actually used in a particular FEP or not.
bnts are organised into groups based onctheir characteristics.

A FEP is a different concept from content profile. The description of the content profiles that can ej

mation delivery scenario is not in the,scope of this document. Content profiles are handled in resp|
formation is exchanged.

hta delivery exchange pattern

For data

defined ag follows:

elivery the concept'of “exchange pattern” is introduced, as well as PIM and FEP. It can

he supplier of data exchange system shall produce and transmit the messages (Notifieation)

hall be an environment supporting the exchange of information and data by mean of messages

Ty

PSS
All

(ist
ect

be

Exchangg pattern: the_basic exchange architecture model which identifies actors in the exchange

framewo
delivery

Messaging patterns can be defined by means of UML sequence diagrams, collaboration diagrams 3
state diagfamis, in a way that messages triggering conditions are well defined and any update of stat

and messaging patterns as basic tools which are available to implement informat
exchange features.

on

nd

P IS

well defin

Examples

ed and identified based on the subsequent message exchange or conditions.

of exchange pattern are the GET method of HTTP, Pull, Push, PubSub, etc.

Once an exchange pattern and a selection of features (FEP) which can be implemented on this exchange
pattern are set, a set of specification at PIM level for exchange pattern/FEP is well defined.

A PIM for exchange pattern/FEP that enables all mandatory requirements is a valid platform for
information delivery business case.
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In the following clauses PIM for exchange pattern/FEP will be described for the following platform:

— “Snapshot Pull”;
— “Snapshot Push”;
— “Simple Push”;

— “Stateful Push”;

—L “PubSub”, Publish Subscribe Pattern [based on OASIS WS Notification Specification (2004

The informative Annex E details the features of the main FEPs considered in this documad
cofresponding exchange pattern.

5.5 Business scenario: Collaborative ITS Service (CIS)

5.3.1 Overview

In CIS business scenario the exchange of information among centres‘is considered as a base
processes and services on this data, so the data exchange layer-is‘to be considered as an “ITS
engbler.

Information about CIS concept and its model description is.found in Annex G.

5.3.2 Data exchange enabling service request and feedback paradigm

The involved systems which in data delivery had'been considered as supplier and client can
this paradigm respectively as service providér-and service requester.

Noe that at application level for implementing a business case such as management of T
wdrkflow modelling is normally requested. This could be simple workflow (accept reques
request) or more complex: This workflow modelling at application level is out of the sco
dofument, which only provides_the essential tools to a raise service request and provide
exthange of payload to be precessed and processing results:

—| Collaborative means 2-to many systems interoperating
—| 1 to n Data exchange connection(s)
— Modelling/any single CIS usage invoking with

—<{ 1 Service Requester

< many Service Providers

b)].

nt for the

to trigger
services”

be seen in

MP, some
[ or reject
pe of this
feedback:

PEP-LE2Y mabinagtion ~Ff cinola o0
DTIracroT T T

Rad p=3 nanlaxs
INCUuULIII \,Ullll,llCA CunlIuIIacivil v

— out of scope, not needed to be described

— question on possible lock of resources to be managed at application or human operator

level not described in the document

— ITS Services definition, just to give a reference, service description is out of the sco
document
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— Specific definition of ITS Service in the informative Annex G:

— T

[S / Traffic Information Services

— Information delivery

— T

— Allowed channels

MS Traffic Management Systems

— Hard shoulder running

— F
553 R
The norm

scenarios

5.6 Exc

To implen
features,

informati
related to

Exchange
general ix

A general

5.7 Data exchange features

5.7.1 Co¢ntext diagram

This docy

- Dynamic speed

- Dynamic lane management
- etc.

R:L. Freight & Logistic

- Secure truck parking

- etc.

bquirements

ative Annex B provides a description of all requirements that exist for specific busin
including Collaborative Informative Services.

hange data model

nent some exchange features, such as session management or link monitoring, or secur
extra information is to be added ta)the informational (payload) content. This ex
bn, named exchange information, enables messages to convey information and data which
client and supplier status, identity;atthorisation, etc.

information could be different. among exchange pattern/FEP selection, but some commy

UML model for mapaging a minimum set of information for exchange is provided in C.2.

ment'defines the features and rules that systems shall implement in order to be able

communi

ESS

ity
fra
hre

on

formation models are considered, which can be specialised to manage specific exchange
pattern and PIM.

to

ate’in the traffic and travel data exchange world.

The context diagram below in Figure 5 identifies the entities and the features that are specified in this
document and which need to be addressed by the technical implementations. The diagram presents the
features in different layers for communication, message rules and application.

— The Application layer is used for defining how using and implementing different business and
application needs. This document describes the features to deal with how and when the information
is published and made available, how subscriptions are managed, how to handle services and
transactions. This layer defines the semantics of the communication.

— The Messages Rules layer defines the features and the rules used for the transport of the messages.
This is the layer where the rules (protocol) are defined that enable different systems (suppliers and

10
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clients) to communicate and understand each other, i.e. for sending and receiving messages. This
layer defines the syntax of the communication.

— The Communication layer deals with the support for communication between systems, and defines
the protocols and services that are used by the data exchange applications, e.g. TCP/IP, security, Web
Services. The communication layer deals with rules at the lowest level, i.e. the physical exchange.
This layer provides solutions to the defined requirements and features although it is up to upper
applications to define what protocols to use and how to use them. This layer defines the physical
support for the communication.

c,) Figure 5 — Context diagram
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5.7.2

Features

The features that support the requirements defined by use cases specified in this document are
detailed below:

1) Subscription contract - Supports all features related to the contract or agreement, such as:

i)

Contract and contract life cycle: a model and features that can be used for the support of the

information of a subscription contract;

ii) Catalogue: a model for handling catalogues.

© IS0 2019 - All rights reserved
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The subsc

ription contract is optional and includes the following features:

Table 2 — Subscription contract: Features and requirements

Features Requirement Requirement name
type
Contract Information Subscription
Client profiles
Filter handling
atalogue Information Latalogue exchange
2) Sessipn - The session feature group supports all features related to the establishment of@Jogilcal
sessign.
i) Session life cycle - features for managing the life cycle of a logical session (create, manage gnd
té¢rminate);
ii) Ljnk Monitoring - features for link monitoring and control.
The sessign feature group is optional and includes the following features:
Table 3 — Session: Features and requirements
Features Requirement Requirement name
type
Session life cycle  |Communication |Error handling
Time-out management
Session
[.ink monitoring Communication |Error-handling
Timé-out management
Full reliability
Link monitoring and control
3) Information management - Handles the features related to management of the informatipn,
includes features such as:
i) Operating modes: fegtuires to specify what portion of the information shall be exchanged;
ii) Ulzdate methodsTfeatures that let a data exchange system specify when the information shotild
b exchanged;
iii) Ljfe cyclesmanagement: features for handling the life cycle management of exchanged paylaad

—e

I

formation for payload for which life cycle is applicable;

]

Situation life cycle management

[1

) Filter handling

iv) Supportinformation processing: feature for handling directives to process exchanged data and
send feedback on processing outcomes;

v) Distributed transaction: features for handling a transaction on several systems consistently, i.e.
an operation is capable to keep data consistency among several systems based on undertaken
operator actions.

The information management group includes the following features:

12
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Table 4 — Information management: Features and requirements

4)

Th

Features Requirement Requirement name
type
Operating modes |Information Reference datasets for different versions
Update methods Information Full audit trail data delivery (all state changes)
Life cycle Information Support for life cycle management
management
Support Information Support for information management
information s
s Supportfor feedback O IMTOT TITatioN Managerent
processing
Distributed Information Distributed transaction
transaction Distributed atomic transaction

Data delivery - The data delivery feature group supports all features to exchange dat
the supplier and client. In the publish-subscribe pattern this feature group-will support
interfaces between the producer and the consumer; it supports features_such as:

h between
hll related

i) Data delivery: features to delivery information by the supplier/to the client on a push mode
(direct delivery and fetched delivery);
ii) Datarequest: features to exchange information requested by the client;
iii) Large datasets: support the exchange messages with large volumes;
iv) Synchronisation: how to ensure data synchronisation between the systems|that are
communicating.
e data delivery group includes the following features:
Table 5 — Data dé€livery: Features and requirements
Features Requirement Requirement name
type
Data delivery Information Extensibility
Communication |Delivery/response
Message sequence
Snapshot data delivery (last known state)
Exchange quality measures (ex. response times-
tamp)
On occurrence update
Periodic update
Security Client identification
Supplier identification
Information Incremental data delivery
© IS0 2019 - All rights reserved 13
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Features Requirement Requirement name
type
Data request Information Extensibility
Communication |Request/response
Message sequence
Snapshot data delivery (last known state)
Exchange quality measures (ex. response times-
Ldlllp)
On occurrence update
Periodic update
Security Client identification
Supplier identification
[.arge datasets Information Data delivered as soon as possible
handling Delayed delivery
Multi-part data delivery
Synchronisation  |Information Synchronisation
Communication |With state supplier
Failed data recovery
5) Comrhunication - Handles all features related to a protocol{close to the physical layer). It is us
by th¢ application for the massage transport:
i) Cpmmunication - describe the communication protocols that can be used;
ii) Security - describe how security features cdin be implemented;
iii) Cpmpression - how data compression.¢can be used while transmitting data;
iv) Bldirectional communication - efniable a client to send back data to a supplier as feedbs
0
C

Table 5 (continued)

h data exchanged and processing status of data based on supplier’s processing directive i
pbllaborative ITS Services.

The communication function is responsible for implementing the following features:

14

Table .6 — Communication: Features and requirements

ed

hck

Features Requirement Requirement name
type
Security Security Security (data)
Integrity
Confidentiality
State the intended recipient
Client authentication
Supplier authentication
Client authorisation
Non-repudiation
Compression Communication |Compression
Communication Communication |Timely responses
Bidirectional Communication |Bidirectional communication
communication
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6 Snapshot Pull

6.1 Overview

The “Snapshot Pull” exchange pattern / FEP at PIM level is based on information retrieval by a client
from a supplier which delivers a snapshot of information, i.e. all currently available information
content, to the client. It can be implemented in several platforms: some examples are XML retrieval of
generated XML files by http/get, or supplier exposing a SOAP Web Service method (e.g. named "PULL"),
from which currently available data is retrieved by the client.

as|synchronisation. This feature and related requirements are not considered in 'thi$ pattern,
syhchronisation is not needed as implicit when delivering snapshots of currently available information
content.

Thiis “Snapshot Pull” does not manage session life cycle and link monitoring requiremen};, as well

To|describe the Snapshot Pull exchange pattern/FEP at PIM level all features aré described i} a general
abstract format, independently from the specific technology platform this model will be implemented
with (e.g. http/get XML, WebService).

—-

Table 7 — Selection of features for Snapshot Pull

Features area Feature Snapshot Pull implemented
Subscription contract Contract N
Catalogue N
Session Session life cycle N
Link monitoring N

Periodic or On Occurrence (i.e.

Information management Opetrating modes triggered by client conditions)

Update methods Snapshot

Y, based on snapshot: new
and updated content
delivered, outdated

Life cycle management data not delivered.
Data delivery. Data delivery Y
Data request N
Large datasets handling N
Synchronisation Y
Self-Description Handshake N
Communication Security To be defined at PSM level
Compression To be defined at PSM level
Communication To be defined at PSM level

6.2 Exchange pattern messages definition

6.2.1 Overall presentation

The information delivery business scenario description and definition states that data exchange is
needed to align the information kept by the supplier system into the client system. For this purpose
an exchange systems is used which provides tools enabling messages generation and their transfer
between supplier and client.
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sd Pull Actors )
Exchange System
invoke
Supplier «flow» Client
_______ I Message
““““ flow» «flow» e
SuppherSystem Chent-Systen

Figure 6 — Snapshot Pull exchange actors

The “Snapshot Pull” exchange pattern is described in the following subclauses.

6.2.2 Basic exchange pattern

The supplier provides a mechanism to retrieve current data, also called “snapshot” of informatipn,
normally [for a specific payload, i.e. current information content of«lient system or last retrieyed
informatipn for sampled data (see Figure 7).

class Snapshot Pull Exchange System /

«interface» invoke «interface»
Snapshot Pull Supplier «flew» Snapshot Pull Client

+ pullData(): MessageContainer NIgsgageContainer

4 «flow»

«flow» «flow»

Client System

Supplier System

Figure 7 — Snapshot Pull exchange subsystems, interface interactions and methods

This mechanism is referred to in this document as "pullData".

The client takes the initiative to retrieve the data based on its needs, normally when some conditions
defined at client side are triggered or in a periodic way; specifically:

— PeriodicPull, based on fixed or variable time cycle, depending on application logic at the client system;
— On Occurrence (Triggered Pull), on any condition stated by the client or by the client system.

NOTE Depending on implementation (e.g. http /get of XML static files generated at supplier side) the payload
message is generated by the supplier based on condition on the supplier side (e.g. event update or data gathered

at the supplier side). In these cases, extra information can be available to implement some optimisation such as
bandwidth saving by not transferring the same data in case no update had been generated.
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No extra exchange information is needed in this pattern to implement any described features.

Basic exchange data model has been provided to allow the implementation to deliver more payload
content on the same message and further information to allow managing extra features not required
by the Snapshot Pull exchange. The usage of the exchange data model wrapping is for harmonisation of
other exchange patterns such as "Simple Push" or "Stateful Push".

A “MessageContainer” instance should be retrieved using the basic exchange data model as reported in

pr

vious figure, alternatively a pavload may be retrieved without any further information.

6.2

6.]

6.3

Thiis subclause provides a description and the corkesponding specification for each feature id

the
sp

6.3

6.3
M4

.4 Exchange messages
Payload Message.
— Simple payload messages can be exchanged within this FEP+EP.

— Payload messages should be delivered wrapped into a container (sée-basic exchange d
in the normative Annex C with exchange data).

— Payload messages contain payload update timestamp which-can be used to underst
payload has been created/updated for error management.and processing saving.

3 Features implementation description

.1 Overview

context diagram, according to the Snapshot’Pull exchange architecture. The following fe
cified:

Subscription contract;

Subscription (also known as session);
Information management;

Data delivery;

Communication/protocol.
.2 Subscription contract

2.1 . “Contract

naged offline, not automated. It assumes information for controls to be implemented i1

atamodel

and when

bntified in
htures are

h client to

assess the 1dentity of supplier and authenticate the supplier requestin message exchange.

6.3.2.2 Catalogue

Managed offline, not automated.

6.3.3 Session

6.3.3.1 Session life cycle

No

session is managed for the current EP+FEP.

© IS0 2019 - All rights reserved
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6.3.3.2 Link monitoring

Link monitoring is not managed for the current EP+FEP.

6.3.4 Information management

6.3.4.1 Operating modes

Available operating mode for client Pull is Periodic, or On Occurrence (i.e. a condition triggered based

on client).

Pull-exchange based on client-side conditions.

6.3.4.2
Available

6.3.4.3

Currently
delivery. I
condition

For life cy
is not deli

Update methods

lipdate method is Snapshot, i.e. retrieval of only currently valid data.

Life cycle management

available information is included in the payload at a supplier systefn\to prepare messd
L can be done at time-out on a cycle basis or at specific triggering condition as “data updat

Cle management information, a snapshot includes all active information, outdated informat
vered in content.

For sampled information the snapshot information contains last:sampled data available at supplier s

Whenever
a pull mes

a condition is raised the supplier system triggers i to the supplier to manage the creatior]
sage.

ige
3(:1”

on

of

sd Snap

Ehot PULL - Prepare Message /

Sug

A
% §) Supplier

plier System: TCC

o

op Prepare Su;;pilyiData /

Data Update
Trigger()

Delivery Data

Update
P 0 Delivery Data

Preparation()

Figure 8 — Snapshot Pull sequence diagram: Information management at supplier side
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Information management for Snapshot Pull is implemented as follows: when client gets a snapshot of
the last updated/created items including all active items, it has to check for information which has been
removed from payload to deduce it had been invalidated (i.e. closed or cancelled).

6.3.5 Data delivery

6.3.5.1 Data delivery

The sequence diagram for data delivery is as follows in Figure 9:

4d Snapshot PULL - Pull Message/

% Supplier Client %
Supplier System: TCC Client System: TCC

loop Client-side Data Acquisition / -9:’4—_' Data Request

Trigger()
L g pullData
‘ 0 Ci
Pull Message
; Generation()
L
pullData(): M ontaiher
System Information -
Update() =]

Figure 9 — Snapshot Pull'sequence diagram for data retrieval: Implicit data delivery

p

c

|l message generation processing is optional based on chosen platform technology.

6.3.5.2 Datarequest

Nojt implemented'in this pattern.

6.3.5.3 _Large datasets handling

Nolt déscribed in this pattern at PIM level (it may be implemented at PSM level as optimisation -[see 6.3.8).

6.3.5.4 Synchronisation

Implicit synchronisation is available as only currently available elements are retrieved by Snapshot Pull.

6.3.6 Self-description

Handshake is not available.

6.3.7 Communication

Communication feature are implemented at PSM level, they are relevant for the specific platform chosen
on which the exchange pattern will be implemented (e.g. http/XML, Web Services SOAP, REST, etc.).
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6.3.8 Optimisation issues

6.3.8.1 Bandwidth and processing savings

Payload timestamp information is available for client-side processing optimisation made at the
application level.

Pull message may be generated for all clients reducing processing resources at the supplier-side.

No extra optimisation issues are considered in this EP+FEP.

6.3.8.2 Huge dataset handling

Not managed in this EP+FEP.

7 Snapshot Push

7.1 Ovérview

The “Snapshot Push” exchange pattern / FEP at PIM level is based on¢pushing information by the
supplier ﬂ)o the client delivering a snapshot of information, i.e. all cutrently available informatjon
content, tp the client. This exchange pattern can be implemented in-séveral platforms: some examp|les
are XML delivering of generated XML files by http/post, or a client €xposing a SOAP web service metHod
(e.g. namdd "PUSH") when currently available data can be sent by:the supplier to the client.

This “Snapshot Push” does not manage session life cycle and link monitoring requirements, as well
as synchtonisation, these features and related requiréments are not considered in this pattern.
Synchronijsation is not needed as implicit by snapshofidelivering of currently available informatjon
content.

abstract format, independently from the specific technology platform in which this model will [be

To descrii%e Snapshot Push exchange pattern/FEP at PIM level all features are described in a general
implemented (e.g. http/get XML, WebService).

Table 8 —-Selection of features for Snapshot Push

Features area Feature Snapshot Push implemented
Subscription cohtract Contract N
Catalogue N
Seéssion Session life cycle N
Link monitoring N

Periodic or On Occurrence
(i.e. Triggered by supplier
Information management Operating modes condition)

Update methods Snapshot

Y, based on snapshot: new
and updated content de-
livered, outdated data not

Life cycle management delivered.
Data delivery Data delivery Y
Data request N
Large datasets handling N
Synchronisation Y
Self-Description Handshake N
Communication Security To be defined at PSM level
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Table 8 (continued)
Features area Feature Snapshot Push implemented
Compression To be defined at PSM level
Communication To be defined at PSM level

7.2 Exchange pattern messages definition

7.2.1 Overview

Th
ne
ex
suj

pplier and client (see Figure 10).

e information delivery business scenario description and definition imply that data‘éxchange is
bded to align the information kept by the supplier system into the client system; for this ptirpose, an
thange system is used which provides tools enabling message generation and thejrtransfefr between

d Push Actors/

Exchange System

Message
Supplier «flow» Qient
data__..-—> ieke Q | data
«flow» N

" «flow» cflown T

Supplier System Client System

The “Snapshot Push” exchange pattern is described by the following subclauses.

7.2

Figure 10 — Snapshot Push exchange actors

.2 Basic exchange pattern

The client provides a mechanism to receive data from action taken at a supplier site invoking specific

req

me

©lI

SO 2019 - All rights reserved

ources / methods effered by the client. Then the supplier logically “pushes” messages to [the client.
The client shall acknowledge what is received by a return information to the supplier. Tl
ssage is availableto bring some information back from the client to the supplier (Figure 11).

his return
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class Snapshot Push Exchange System /

cinterfa. Exchangelnformation i
Snapshot Push supplier «flow» Snapshot Push Client
MessageContainer + putSnapshotData(MessageContainer): Exchangelnformation
«flow»
((fl,'éw)) «ﬂoW»
/ Wl
N
Supplier System Client System

Figu

The client
of inform
sampled d

This mech

re 11 — Snapshot Push exchange subsystems, interfaces interactions and methods

provides a mechanism to the supplier to push currently available data, also called “snapsh
htion, i.e. current information content at supplier system or last retrieved information
ata (see Annex F).

anism is referred to in this document as "putSnapshotData".

Ot"
for

The supplier takes the initiative to deliver the data to the dlient based on some rules, normally when

some condlitions defined at supplier side are triggered or in\a periodic way; specifically:

— Peri

— 0On Oq¢

723 R

No extra

Basic exclhange data model has been provided to allow the implementation to deliver more payld

contents

required by the basic “Snapshot Push” exchange. The usage of the exchange data model wrapping is

harmonis

A contain
alternativ

rcurrence (triggered push), on any condition stated by the supplier.

plevant exchange information inexchange data model

xchange information is needed in this pattern to implement any described features.

n the same messagé and further information to allow managing some extra features

htion with other'eéxchange patterns such as “Simple Push” or “Stateful Push”.

br should befetrieved using basic exchange data model as reported in the previous figy
ely a payload may be delivered.

An Exch:

connectiqn status.

ingelnformation is returned to convey information about exchange operation 3

icPush, based on fixed or variable time cyclé/depending on application logic at supplier systgm;

ad
ot
for

nd

7.2.4 Exchange Messages

— Payload message.

— Simple payload messages can be exchanged within this FEP+EP.

— Payload messages should be delivered wrapped into a container (see basic exchange data model
in Annex C) with exchange data.

— Payload messages contain payload update timestamp which can be used to understand when
payload has been updated for error management and processing saving.

22
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7.3 Features implementation description

This subclause provides a description and the corresponding specification for each feature identified in
the context diagram, according to the Snapshot Pull exchange architecture. The following features are
specified:

— Subscription contract;
— Subscription (also known as session);

— Information management;

—| Data delivery;

—| Communication/protocol.
7.3.1 Subscription contract

7.3.1.1 Contract

Mdnaged offline, not automated. It assumes information for contrgls)to be implemented in client to
asgess the identity of supplier and authenticate the supplier request.in messages exchange.

7.3.1.2 Catalogue

M4gnaged offline, not automated.
7.3.2 Session

7.3.2.1 Session life cycle

No|session is managed for the current EP+FEP.

7.3.2.2 Link monitoring

Link monitoring is not managed'for the current EP+FEP.
7.3.3 Information management

7.3.3.1 Operating’'modes

Avhilable operating mode for Snapshot Push is “Periodic”, or “On Occurrence” (i.e. a condition| triggered
baged on supplier) Push-based on supplier-side conditions.

7.3.3.2° Update methods

Available updated method is Snapshot, i.e. retrieval of only currently valid data.

7.3.3.3 Life cycle management

Currently available information is included in the payload at supplier system to prepare message
delivery; this can be done at time-out on a cycle basis or at specific triggering condition as “data
updated” condition.

For life cycle management information, snapshots include all active information, outdated information
is not delivered in content.

For sampled information the snapshot information contains last sampled data available at supplier site.

© IS0 2019 - All rights reserved 23


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

Whenever a condition is raised the supplier system manages the creation of a push message and delivers
it (Figure 12).

sd Snapshot PUSH Prepare and Push Message /

% Supplier Client %
Supplier System: TCC Client System: TCC

t Payload Delivery Condition Triggered /

prepare

putData(MessageContainer) -

putData return(): Exchangelnformation J

Figure 12 — Snapshot Push sequence diagram: Information management at supplier side

Informatipn management for Snapshot Push is implemented as follows: when client gets snapshot of
last updated/created items including all active items, it hasto check for information which has bgen
removed from payload to deduce it had been invalidated\(i.e. closed or cancelled).

7.3.4 Dhpta delivery

7.3.4.1 |[Data delivery

The sequgnce diagram for data delivery is the same as in the previous figure.

7.3.4.2 [Datarequest

Not implemented in this patter.

7.3.4.3 |Large datasets-handling

Not described in this)pattern at PIM level. May be implemented at PSM level (see optimisation subclauge).

7.3.4.4 Synchronisation

Implicit synchronisation is available as only currently available elements are retrieved by Snapshot Push.

7.3.5 Self-Description

Handshake is not available.

7.3.6 Communication

Communication features are implemented at PSM level, they are relevant for the specific platform chosen
on which the exchange pattern will be implemented (e.g. http/XML, Web Services SOAP, REST, etc.).
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7.3.7 Optimisation issues

7.3.7.1 Bandwidth and processing savings

Payload timestamp information is available for client-side processing optimisation made at
application level.

Push message may be generated for all clients reducing processing resources at the supplier side.

No

extra optimisation issues are considered in this EP+FEP.

7.3
No

8

8.

Sin
suj
XM

Thi

md
mg

To

1 Overview

pr[Vided by the supplier to the client.

.7.2 Huge dataset handling

t managed in this EP+FEP.

Simple Push

hple Push exchange pattern / FEP at PIM level is based on information messages sent or pus
pplier to a client. It can be implemented in several platforms: some examples are push of
L content by http/post, or client providing a SOAP WebService method “push” by which d

s “Simple Push” adds extra features to the basic Smapshot Push exchange pattern to m3

intenance. This mechanism will be detailed at PIM level in the following subclauses.

describe the exchange pattern/FEP at PiMUlevel all features are described in a genera

hed by the
cenerated
hta can be

inage link

nitoring, as well as synchronisation/realignment in case of communication lacks ¢r system

I abstract

forimat, independently from the specific techiiology platform in which this model will be impglemented.
(e.g. http/get XML, WebService).
Table 9 '— Selection of features for Simple Push
Features Area Feature Simple Push available
Subscription contract Contract N
Catalogue N
Session Session life cycle N
Link monitoring Y
Periodic / On Occurrence based onftriggering
Informatigh management Operating modes of supplier condition
Snapshot, Single Element Updalte, All
Update methods Element Update
Life cycle management Y
Data delivery Data delivery Y
Data request N
Large datasets handling N
Synchronisation Y, optional
Self-Description Handshake N
Communication Security At PSM level
Compression At PSM level
Communication At PSM level

©lI
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8.2 Exchange pattern messages definition

Information delivery business scenario description and definition state that data exchange is needed to
align the information kept by the supplier system into the client system; for this purpose, an exchange
system is used which provides tools enabling messages generation and their transfer between a supplier
and a client (Figure 13).

sd Push Actors )

Exchange System
Message
Supplier «flow» Client
data__.-—> invoke ~-.| data
"”“’(’(‘ﬂow» ((ﬂOW)) B (f|ow))>
Sypplier System Client System

Figure 13 — Simple Push exchange actor's

The “Simple Push” exchange pattern is described in the following stibclauses.

8.2.1 Basic exchange pattern

The clientlprovides a mechanism to receive data from a¢tion taken at the supplier site invoking specijfic
resources|/ methods offered by the client.

Then the|supplier logically “pushes” messagesto the client. The client shall acknowledge what it
received By a return information to the supplier: This return message is available to bring informatjon
back from the client to the supplier, such as failure, success, snapshot synchronisation request. Return
message information is logically described in this PIM, while implementation will be defined at P§M,
level (Figure 14).

class Simplq Push Exchange System /

MessageContainer

«interface» % N <flown «interface»
Simple Push Client Simple Push Supplier

Exchangelnformation

«flow» + keepAlive(Exchangelnformation): Exchangelnformation

E . + putData(MessageContainer): Exchangelnformation
:Q Exchangelnformation + putSnapshotData(MessageContainer): Exchangelnformation

‘/] «flow»
«flow» « roW>>
Client System Supplier System

Figure 14 — Simple Push exchange subsystems, interface interactions and methods

The mechanisms available are referred to in this document as "putData", "keepAlive" and optional
"putSnapshotData".
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Simple Push actually pushes available information or available updated information to the clients,
but does not keep track of what has been delivered to specific clients. For specific use cases such as
delivery of stateful information (e.g. situation payload information), a first snapshot can be useful and
is delivered to the client based on information to be exchanged or on explicit client request in return
code. This feature is optional in this FEP+EP PIM.

Based on previous optional requirements, exchanged data can either be currently available data,
also called “snapshot” of information, or, when a synchronisation is not needed such as for stateless
information (e.g. road data), a set of information which had changed since the last push is exchanged to
align the information status on the client system. These messages may include single updated element

1l U R | 1 d 1 o N =l 1 1
Or |giIr upudicu CITIITIILS UCTPCTIIUIIT g UIT UpUudilt HHITUIUU CITUSTILL.

Th supplier takes the initiative to push the data under the following conditions:

—| On Occurrence push: as soon as information is updated at the supplier systems, this|condition
triggers the supplier to send push data to the client for updating the client systeim’as soon gs possible
after this update.

— | Periodic push: at a predefined time interval the supplier starts an#€xchange based on [client and
supplier agreement (subscription contract).

—| Asnapshotsynchronisation with the whole currently available content snapshotin case & snapshot
alignment is requested by client.

—| Response to a snapshot synchronisation request:“one snapshot alignment may also be
transmitted to the client for internal system needs/maintenance/debug, it can be requested by the
client via any return messages, i.e. wrapped in retutned exchange information.

8.4.2 Relevant exchange information from exchange data model

8.2.2.1 Overview

Bapic exchange data model has been provided to allow the implementation to deliver moie payload
contents on the same message andAfurther information to allow managing extra features nof required
by|the Simple Push exchange.

For interoperability conveniénce the exchange data model wrapping shall be managed in thisfexchange.
A payload shall be pushed,to a client using basic exchange data model as reported in the previgus figure.

An| Exchangelnformation shall be returned from putData to convey information about|exchange
opgration and cofinéction status.

8.4.2.2 Exchange information

Sommeqion-mandatory information which should be managed in the exchange information for easy
application development are fully described in basic exchange data model:

— Supplier Identification (String)

— Requirement: Supplier identification.
— Client Identification (String)

— Requirement: Client identification.

— Exchange Information (provided both by the client and the supplier) wraps exchange and exchange

non

status information "Success", "Fail", "Close Session Request”, "Snapshot Synchronisation Request”,
“Sessionld”

— Requirement: Session management, Link monitoring.
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8.2.2.3 Payload information
— Generation timestamp information

— Requirement: timely, reliable Information, session management.

8.2.3 List of exchanged messages

Different messages or supplier / client interactions (invoked method) are exchanged in Simple Push
which are needed to manage synchronisation, payload exchange, link monitoring. These are formally

Contalned i nnchod vnccagnc o o Aliant Frenny o o ling A et s nccagnc Froa aliand b craaan]s jer.
HH PR Se e e SSagestoa ettt roaSupprier o ettt e ssagesremedeRto-5Supprsg!.

Table 10 — List of messages types and detailed content

Interactipn | Direction Designation Description Exchanged Optionpl
messagp supplier information
client
Payload Pyush| Direct putData Push delivery of payload, Payload + N

which has to be delivered

. . Exchange
from supplier to client. information
Exchange information such as .
client and supplier identifica- (MessageContainer)
tion and exchange status may
be provided to easy controls’
Snapshdt Direct putSnapshotData |Push delivery of current Snapshot Payload + Y
Payload Pysh available payload, i.€xsnap-
N Ve Exchange
shot after a first indtialised X
Information

session in case offirst con-
nection or after an explicit (MessageContainer)
snapshot realignment request
from the client. Exchange
information such as client
and supplier identification
and exchange status may be
provided to easy controls.

Keep Aliye Direct keepAlive Test exchange link and con- Exchange N
firm session validity when no Information
payload push update is need-
ed, exchange information
such as client and supplier
identification and exchange
status may be provided to
easy controls and supplier

identification.
Exchange Return Exchange Exchange information is re- Exchange N
Information Information turned from client to supplier Information
Return to provide return status i.e.

Success, Fail, Snapshot Syn-
chronisation Request and to
easy controls such as supplier
and client identification.

8.3 Link monitoring and error management

The supplier initiates the communication and is made aware of the client status based on the client
return response to the supplier.

The following diagram (Figure 15) describes the client status as monitored and managed by the
supplier.
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stm Simple PUSH State Model Supplier /

Initial

Simple Push management by Supplier

Process Initialisation - Read
to which Nodes Push
Informations

Process Shutdown -
Connections Closure

(optional)

[activate thread for monitoring

" 5 [Session Process
client connection]

Termination (After Close
S,

Session )}

Client State - for any Push Client

[Ack on putData

or keepAlive]

First Connection -
Client Status OFF

Payload Push -
Client Status ON

[No need for Realingment]

[Fail on putData or keepAlive]

[Ack on putSnapshotData
(Snapshot Synchronisation

[Fail on
Synchronisation]

[optional putSnapshotData
Synchronisation Realingment (
e.g. Stateful information )]

Snapshot
Synchronisation

[Snapshot Synchfonisation
Request onputData or
keepAlive]

The following diagram (Figure 16) describes theStipplier status as monitored and managed by

Figure 15 — Supplier-side Simple Push state diagram

stm Simple PUSH State Model Client/

Simple Push management by Client

Initial

Process |ﬁitf'hiiiafi0" = Process shutdown - Sets
Sets Supplier Status Supplier Status to OFF
to OFF
Supplier State by Client —
keepAlive]
[Fail or Timeout on
putData]
Wait for Push
Connection Wait .
[Ack on putData] I N
(Supplier State OFF) pube]l _f(SupplisiESE
[timeout on keepAlive ]

Final

Figure 16 — Client-side Simple Push state diagram

the client.

Special management in initialisation and termination of Push process is to consider at the application
level in supplier and client systems.
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8.4 Features implementation description

8.4.1 Overview

This subclause provides a description and the corresponding specification for each feature identified in
the context diagram, according to the Simple Push data exchange architecture. The following features
are specified:

— Subsc

— Subs

ription contract;

— Inforgnation management;

— Data dlelivery;

— Com

8.4.2 Subscription contract

8.4.2.1

Managed
assess thd

8.4.2.2

Managed
8.4.3 S¢

8.4.3.1

Y (ol 1 H 0
llJLlUll LalDU NITUVWITI Ao DCDDIUII},

unication/protocol.

Contract

offline, not automated. It assumes information for control§/to be implemented in client
identity of supplier and authenticate the supplier requestin’'messages exchange.

Catalogue

bffline, not automated.
pssion

Session life cycle

No sessio

8.4.3.2

Link monjtoring is done by Payload Push and KeepAlive. When data is available a payload Push

exchange
from supq
is availabl

When no
check net

In case p

is managed for the current EP+EEP.

ink monitoring

which also infornis’/client and supplier about the session and systems status: Push receiy
lier on client sidednd return of push on payload push on supplier side guarantee the netw
e and the systems are up and running.

Hata is atailable at supplier and a time-out has expired a KeepAlive message is exchanged
vorkand system availability.

iyload push or KeepAlive fails or times out, the supplier assumes the client is offline g

to

is
red
rk

to

nd

keeps trace of its status for any management purposes at the supplier system side (for delivery re

ry

mechanism is to be described at PSM level defining a logical push mapping iterated for a maximum
number of times) (Figure 17).
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sd Simple PUSH

% Supplier Client /9\
Supplier System: TCC Client System: TCC

alt inizialisation

test snapshot synchronisation need()

optsmapstrot-Syrmchr

putSnapshotData(MessageContainer)

opt Snapshot Synchronisation request /

Snapshot Synchronisation Request()

putSnapshotData(MessageContainer)

~7

opt Ack on return Message ( incl Push or KeepAlive )/

Ack()

; Status Client ON - set timeout KeepAlive()

alt simple push

data ready for

ﬂJ Push()

putData(MessageContainer)

return(): Exchangelnformation

7/

alt kegphi Management/

Keep Alive Timeout()

keepAlive(Exchangelnformation)

»
alt error on message return/
fail or timeout()
; set Client Status OFF() T
L
alt keep Alive timeout Client Side /
any message -

eturn Fail /Snarﬂhot Syncronisation request() J

Figure 17 — Simple Push sequence diagram for link monitoring and data delivery
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8.4.4 Information management

8.4.4.1

Operating modes

Available operating mode for Simple Push is “Periodic”, or “On Occurrence” (i.e. condition is triggered
based on supplier) push based on supplier-side conditions.

Description of operating modes is done at a general PIM level; no extra details are needed in this

subclause

for PIM/Exchange Pattern / FEP.

Puch condi+ triggara dbacad on thao agraad opnarating oo da dafinad o cobcooein
=

pHon

A Payloa
among cli

8.4.4.2
Available
All updatsg

Descriptig
PIM/exch

8.4.4.3
Descriptig

Life cycle
mode and

Push deliy
informati

Sampled
current ag

A Single/
Periodic B

845 D

8.4.5.1

Based on

to a client}:

T O JTT \.ullun\,lunn +S5—tF 166\,1 cTooTo ST

ent and supplier.

Ut o g T C O optroatg ottt ottt ot Suo ST IptT

Update methods
ipdated methods are: Snapshot, Single Element Update, All element update.
s available are conveyed in a payload publication push message.

n of update methods is done at PIM level; no extra details are needed in this subclause
inge pattern / FEP.

Life cycle management
n of life cycle management is done at PIM level.

management to exchange data between client and,supplier is embedded with the operat
update method chosen at subscription contract,

rery method allows conveying information ffom supplier to client as two different pieces
bn.

ata may be conveyed as Periodic or-Qn Occurrence push of a snapshot payload containing
tive data or last collected data.

L1l Element updated push can be done for any operating mode as well with On Occurrence
ush.

hta delivery

Data delivery,

sequence diagram described, the supplier after initialisation starts sending push informat
in case of stateful information delivery and based on the possibly agreed conditions of

subscripti
client staf]
system w

on contract, e.g. it manages a snapshot push whenever it has no historical information ab
us, derlvmg it is the f1rst connectlon ever and a Snapshot Push is needed to align the cli

for

ng

of

all

or

on
he
hut
ent

client for internal system needs can also requ1re for snapshot push data by its return status

After initi

alisation ready data condition at the supplier system side triggers a payload push delivery.

A periodic push condition is also possible based on contract agreement between supplier and client.

See sequence diagram at link monitoring life cycle for all messaging details.

8.4.5.2

Data request

Not implemented in this pattern.
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8.4.5.3 Large datasets handling
Not described at PIM level, may be defined at PSM level.

8.4.5.4 Synchronisation
Snapshot synchronisation and delta synchronisation are available in Simple Push.

Snapshot synchronisation is optionally managed at first connection with a client or under client request.
In all other cases a Simple Push is delivered based on supplier site data available and conditions.

8.4.6 Self-Description

Hajndshake not available.

8.4.7 Communication

Communication features are implemented at PSM level, they are relevant to the specifid Platform
ch¢sen on which the Exchange pattern will be implemented (e.g. http/XML, Web Services SOAP, REST).

8.4.8 Optimisation issues

8.4.8.1 Bandwidth and processing savings

Payload timestamp information is available for client-side processing optimisation|made at
application level.

Pugh message may be generated for all client reducing processing resources at supplier side.

No|extra optimisation issues are considered.in‘this EP+FEP.

8.4.8.2 Huge dataset handling
Noft managed in this EP+FEP.

9 | Stateful Push

9.1 Overview

Stdteful Push exchange pattern / FEP at PIM level is based on information messages sent or ptished by a
supplier to a ¢lient. This exchange pattern can be implemented in several platforms: some exgmples are
puphing geherated XML content by http/post, or client providing a SOAP Web service method| “push” by
whHich data can be provided to a client by a supplier.

Thjis“Stateful Push” adds extra features to the basic Push exchange pattern in order to manage "Session
life cycle” and "Link monitoring", as well as synchronisation/realignment in case of communication
cut or system maintenance. This mechanism will be fully explained at the PIM level in the following
subclauses.

To describe the exchange pattern/FEP at PIM level all the features are described in a general abstract
format, independently from the specific technologic platform in which this model will be implemented
(e.g. http/get XML or Web services).

Table 11 — Selection of features for Stateful Push

Features area Feature Stateful Push available

Subscription contract Contract N
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Table 11 (continued)

Features area Feature Stateful Push available
Catalogue N
Session Session life cycle Y
Link monitoring Y

Information management

Operating modes

Periodic / On Occurrence based on supplier
triggering conditions

Snapshot, Single Element Update,

A S | 1 1
Upudic IHITLIOUS

A1l I Il 1
All LICIHITIIU U pPUdLT

Life cycle management Y

Data delivpry Data delivery Y
Data request Snapshot realignment

N

Large datasets handling

(Can be implemented viacexchange informatipn
defined and managed at.PSM level via iteratiye
implementation of pantial delivery push)

Synchronisation Y
Self-descr|ption Handshake N
Communi¢ation Security At PSM level

Compression At PSMdlevel

Communication AtPSM level

9.2 Exchange pattern messages definition

9.2.1 Oyerview

Informatipn delivery business scenario description and definition state that data exchange is needed to
align the information kept by the supplier,system into the client system; for this purpose, an exchange
system is ised which provides tools enabling messages generation and their transfer between a supplier

and a client (Figure 18).

sd Push Actprs /

da

T «flo

Exchange System

Message

«flow»
invoke

Supplier

W

«flow»

Client

~-oj data

ows >

Supplier System

Client System

Figure 18 — Stateful Push exchange actors

The “Stateful Pull” exchange pattern is described in the following subclauses.

9.2.2 Basic exchange pattern

The client provides a mechanism to receive data from an action taken at the supplier site invoking
specific resources / methods offered by the client.
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Therefore, the supplier logically “pushes” messages to the client. The client shall acknowledge what is
received by a return exchange information to the supplier. This exchange information return message
is available to bring information back from the client to the supplier, such as Sessionld, failure, success,
snapshot synchronisation request. Return message information is logically described in this PIM, while
implementation will be defined at PSM level (Figure 19.)

class Stateful Push Exchange System /

«interface»
Stateful Push Supplier

Exchangelnformation

i
ttertace

Stateful Push Client «flow» + closeSession(Exchangelnformation): Exchangelnform%ﬂ
Exchangelnformation + keepAlive(Exchangelnformation): Exchangelnformaﬁ%
«flow» + openSession(Exchangelnformation): Exchangeln ation
MessageContainer + putData(MessageContainer): Exchangelnform. ti
<Flows + putSnapshotData(MessageContainer): E)}s‘%e nformatipn

4 - Ve

«flow»
flﬁow «flow»

Client System Supplier System

Figure 19 — Stateful Push exchange subsystemns, interface interactions and methods

Exthanged data can either be the currently available data, also called “snapshot” of inforthation, or,
aftler a first transfer of currently valid data, i:eZa snapshot, a subset of information which hafl changed
sirjce the last push. This subset is then used to align the information status on the client system. These
mgssages may include either the only updated elements in a set or the whole sets where one or several
elgments have been updated accordingto the chosen update method.

Th supplier takes the initiative to push the data under the following conditions:

—| First session initialisation: a global snapshot alignment is needed to convey all currgntly valid
data at the first connection of exchange.

— | Session initialisation: after a session had been created the client shall be aligned with an
incremental delta-synchronisation when a partial update feature is enabled, delivering a]l updated
content sincg last exchange, or with a global synchronisation with all the current active content in
case the snapshot alignment feature is enabled (this may also depend on specific payload flepending
on the agreement between client and supplier or contract).

—| Global synchronisation request: a global snapshot alignment can also be transmitted tq the client
forinternal system needs, maintenance or debug; it may be requested via any return megsage.

— On occurrence push: as soon as an information is updated at the supplier systems, this condition
triggers the exchange supplier to manage an alignment to the exchange client to update the client
system as soon as possible after this update.

— Periodic push: at predefined time interval the supplier starts an exchange based on client and
supplier agreement (subscription contract).

9.2.3 Relevant exchange information from exchange data model

Basic exchange data model has been provided to allow an implementation that delivers more payload
contents in the same message and further information to allows managing extra features which are not
required by the basic Snapshot Push exchange.
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In order to ensure interoperability, the exchange data model wrapping shall be used in this exchange
pattern.

A container shall be pushed to client using basic exchange data model as stated in the previous figure.

An Exchangelnformation object shall be returned from putData to convey information about exchange
operation and connection status.

9.2.3.1 Exchange information

development easier are fully described in basicexchange data model:

Suppljer Identification (String)
— Requirement: Supplier identification.
— Client Identification (String)
— Requirement: Client identification.

Exchgnge Information (provided both by the client and the supplier) wiaps exchange and exchange
status information "Success"”, "Fail", "Close Session Request", "Snapshot Synchronisation Request”,
Sessignld

— Requirement: Session management, Link monitoring.

9.2.3.2 [Payload information
Generjation timestamp information

— Requirement: timely, reliable Information, séssion management.

9.2.4 List of exchanged messages

Different jnessages or supplier/client interdctions are exchanged in the Stateful Push which are needed
to managg session, synchronisation, payload exchange, link monitoring. They are formally contained in
pushed mpssages to the client from'the supplier or in return messages from the client to the supplier

Table@2— List of message types and detailed content

Interactjon Direction,~’| Designation Description Exchanged Optional
Message Supplier information
Client
Open Sess$ion Direct openSession |Supplier initialise a push delivery Exchange N
session. Information
Payload Hush Direct putData Push delivery of payload, which Payload + N
ras ot been yet dettvered from Exchange
supplier to client. Information
It shall contain in Exchange infor-
} : . (MessageCon-
mation the Session ID, previously tainer)
obtained with OpenSession,
referring which session it is push-
ing data.
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Interaction Direction | Designation Description Exchanged Optional
Message Supplier information
Client
Snapshot Pay- Direct putSnapshot- |Push delivery of current available Snapshot N
load Push data payload, i.e. snapshot after a first Payload +
initialised session in caso of first
: - Exchange
connection or after an explicit >
. Information
snapshot realignment request
from the client. It shall containin | (MessageCon-
exchange information the Session tainer)
ID, previously obtained with
OpenSession, referring which
session it is pushing data.
Keep Alive Direct keepAlive |Test exchange link and confirm Exchange N
session validity when no payload Information
push update is needed.
It shall deliver the Session ID
of a previously opened session,
wrapped in Exchange Infornyation.
Close Session Direct closeSession |Message to gracefully close a Exchange N
delivery session, initiated by the Information
supplier
Exchange Return D2Exchange |Exchange information is returned Exchange N
Information Infomation |from client to'supplier to provide Information
Return return status i.e. Success, Fail,
Snapshet.Synchronisation Re-
questand to easy controls such as
supplier and client identification.
9.3 Session status management

The supplier initiates the commufiigation

reflurn response to the supplier;

The following diagram (Eigure 20) describes the client status as monitored and manag

supplier.

and can be aware of the client status based on

the client

ed by the
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stm Stateful PUSH State Model Supplier /

Stateful Push management by Supplier

Initial

Process Initialisation - Read
to which Nodes Push
Informations

[activate thread for monitor
connection client node]

Process Shutdown -
Connections Closure

(optional)

Final

L [Session Process Termination
(After Close Session
Management)]

Ciient State=forany PusirCiient

[Timeout or Fail on
openSession]

[Ack on
openSession |

Open Session -
Client Status OFF .—

Delta Synchronisation

Push

[Close Session Request]

Ack on putData] [Ack on putData /

keepAlive]

Session ON -
Payload Push -

[Fail on putData or keepAlive]

Client Status ON

[Snapshot
Synchronisation
Return on
openSession]

[Fail on

putSnapshotData]

- 7Snapshot

Synchronisation

[Ack on
putSnapshotData]

G
A
Q

2\
S

The following diagram (Figure 21) describesjthe supplier status as monitored and managed by the clig

Figure 20 — Supplier-side-Stateful Push state diagram

nt.
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stm Stateful PUSH State Model Client/

Stateful Push management by Client

Initial

Process Initialization
- Sets Supplier State
to OFF

Process shutdown - Sets
Supplier State to OFF

[close session ( return
orrequest ) ]

Supplier State by Client

.

Final

Specific management in the initialisation:and termination of a push process should be considg

[Ack or Snapshot
Realignment Request,
on Open Session]

Wait-for
synchronisation
Push /

SnapshotPush

Wait for Open Session
(Supplier State OFF)

Client]
Wait for Push
(Supplier State ON}

[fail on putData /
Keep Alive timeout]

L A

[Close Session on inconsiste
Open Session request or explicit

[Close Session returned by Clientto  Close Session]

any request except OpenSession]

[Ack on
putSnapshotData /

v[:Ack on
putData /
KeepAlive]

application level in the supplier and client systems.

9.4

9.4.1 Overview

Thjis subclause provides-a description and the corresponding specification for each feature
in the context diagrant, according to the Publish-Subscribe data exchange architecture. The
tures are specified:

feq

Features implementationdescription

Subscription contract;

Subscription (also known as session);

Information management;

Figure 21 — Client-side:Stateful Push state diagram

Data delivery;

Communication/protocol.

red at the

identified
following

The corresponding classes, attributes and relationships described in the class diagrams included in the
next subclauses are described in C.4.
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9.4.2 Subscription contract

9.4.2.1 Contract

Managed offline, not automated. It assumes information for controlling to be implemented in a client to

assess the

identity of supplier and authenticate the supplier request in messages exchange.

9.4.2.2 Catalogue

Managed offline, not automated.

9.4.3 S¢

9.4.3.1
After the

exchanged message and the expected return and behaviour.

When a se

A failure v
Checking

or signatfires handling), logical information may be included in<exchange data to be managed

subscripti

When a s
condition

— paylo
— paylo

In case nd
and the cl

When no
invalidate
from the 9

If any pus

Realignm
the client
asked by 3

Any mess
platform

pssion

Session life cycle

session status management diagrams, the following sequence diagraim -illustrates

ssion needs to be initiated, an “Open Session” is tried in loop until itsucceeds.

this can be ensured at the PSM level (e.g. this could include VPN setting or IP firew

on check at the client side.

pssion is "ON" the supplier pushes available payload-data to the client in case one of th
5 is fulfilled:

hd available for On Occurrence operating mode, or
hd delivery time-out for Periodic push operating mode.

payload is available a" Keep Alive'rinessage is used to check session status for the suppl
ent.

"Keep Alive" message or no\payload is received, after a "Keep Alive" time-out the cli
s the session on its side and)returns a "Close Session" message to prevent any attempt of py
upplier.

h or keep alive fails-the supplier invalidates the session and starts a new loop to open sessi

bnt messages-are managed when a session is opened, a global synchronisation request fr
is returned in opening session when needed. Further any global synchronisation may
client inlany push return as well but this does not close the session.

hgeand return in the sequence diagram (Figure 22) will be mapped in PSM definition to r

he

vhen opening a session includes cases of a client who has not subscribed or is not authorised.

ier

ent

i1sh

DIM

be

eal

hvailable implementation such as a web service "Service request and return” or any otl

ner

available
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sd Stateful PUSH

¥

Supplier System: TCC

Supplier

Client %

Client System: TCC

loop Supplier status OFF - Open Session/

openSession(Exchangelnformation)

opt Success on openSession /

openSession return(): Exchangelnformation

< Set Client State to ON - loop exit()

opt Fail on openSession

openSession return(): Exchangelnformation:fail

timeout wait to retry openSession()

loop Session ON - data ready OR keep alive timeout /

alt Data Ready for Payload Push/

Data R

eady ()

N

W)

prepare Payload()

-

O
1tainer) /\Q

putData(M

\Z

putData return(): Exchangelnfo@ti

N
ANY
alt no data AND KeepAlive timeout / \)
Keep AIive(Excl@elnformation)

Keep Alive retrﬁ@(changelnformation

y

\‘
.2

N\

@

opt Close Session request oﬁimtimeout on Push or KeepAlive /

X\

: e
alt Close Sesg& request /
X Push Return(): Exchangelnformation: Close

Q‘%S\""Sé{ﬁon

-

&N_g fa’il on Push / KeepAlive
§ 7 ush Return ():

alt timeout on Push Return /

J]‘—_] Push Return Timeout()

closeSession(Exchangelnformation)

Ack or timeout

0

opt Snapshot Syncronisation request /

Return(): Exchangelnformation: Snapshot Synchronisation Request

putSnapshotData(MessageContainer)

Return(Exchangelnformation)

Figure 22 — Stateful Push sequence diagram for session life cycle and data delivery

© IS0 2019 - All rights reserved

41


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

9.4.3.2 Link monitoring
"Keep Alive" is based as described in the previous session life cycle.

When data is available a payload push is exchanged which informs the client and the supplier about the
session and systems status: The push is received from the supplier on the client side and the return of
Push on payload push on the supplier side guarantees the network is available and the systems are up
and running.

When no data is available and a time-out has expired a "Keep Alive" message is exchanged to check the
network and system availability.

In case a jpayload push or a "Keep Alive" fails the session shall be invalidated (the retry mechanism
is to describe at the PSM level introducing a logical push mapping iterated for a maximum nmumber of
attempts)

9.4.4 Information management

9.4.4.1 Pperating modes

The availgble operating modes for supplier Push are either periodic, or condition-triggered (based|on
the supplier-side conditions and the interchange agreement at the subscniption).

The generjal description of the operating modes is done at the PIM,leyel, no extra details are needed in
this subclpuse for PIM/exchange pattern / FEP.

A payload| Push is triggered based on the agreed operating mode defined at the subscription betwgen
the client pnd the supplier.

9.4.4.2 |[Update methods
Available ppdated methods are: Snapshot, Single‘element update, All elements update.
All updatgs available are conveyed in a payload publication push message.

The generjal description of the update methods is done at the PIM level, no extra details are needed in
this subclpuse for PIM/exchange patterh / FEP.

9.4.4.3 |ife cycle management
The descrjption of life cycle‘management is done at the PIM level.

The life gqycle management for exchanging data among a client and a supplier is embedded in the
operatinglmode and the update method which have been chosen in the subscription contract.

The push feljvery method allows conveying information from a supplier to a client as two different spts
of inform4tion.

Sampled data can be conveyed (pushed) as “Periodic” or “On occurrence” of a global payload containing
all currently active data or last collected data.

A "Single element" or "All elements" update push can be done for any operating mode, i.e. with "On
occurrence" or "Periodic" push.

9.4.5 Data delivery

9.4.5.1 Data delivery

Session life cycle online section allows sending data when available at the supplier system by triggering
a data ready condition.
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A periodic push condition is also possible based on contract agreement among supplier and client.

See sequence diagram at the session life cycle for messaging details.

9.4.5.2 Datarequest

Not implemented in this pattern.

9.4.5.3 Large datasets handling

Nodescribed atthe PiMtevet, Tmay be defimed atthe PShievet:

9.4.5.4 Synchronisation

G

—

@bal synchronisation and delta synchronisation are available in Stateful Push.
The global synchronisation is managed at the first session with a client or undeéra client requlest.

The delta synchronisation is managed once a session had been created\and closed due to 4 network
erfor or any other condition, so that not-delivered payload data is-stoered at the supplief side and
delivered to the client as soon as a session is established again.

9.4.6 Self-description

The handshake is not available.

9.4.7 Communication

The communication features are implemented atithe PSM level; they are relevant to a specifig platform
chgsen on which the exchange pattern will. be implemented (e.g. http/XML, Web services with SOAP,
REST, etc.).

1(Q Publish Subscribe
10.1 Exchange architecture

1011.1 Pattern description

The described arehitecture is based on a messaging pattern which allows publishing information
without care fop-delivery according to the identified requirements. This pattern allows syppliers of
mgssages not\sending these messages to specific clients directly; in contrary a dedicated dlispatcher
layjer is used.for notifying clients. It has the following characteristics:

— | Itallows for the asynchronous detection of real-time events (defined as new or updated information
or data availability at the supplier system) by a producer service whose role is to generat¢ and send
notifications to one or more interested client systems.

— Published messages are characterised into categories by the supplier.

— The supplier does not have any knowledge about how many subscribers (clients) there can be.
Subscribers express interest in one or more topics and only receive messages that are of interest,
without any particular knowledge of the supplier.

NOTE1 This decoupling of suppliers and subscribers allows for greater scalability and a more dynamic
network topology.

The following Figure 23 depicts the several roles involved into a data exchange process based on a
Publish-Subscribe paradigm and the main interactions between them.
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analysis PubSub Scenario

Supplier sy

Data exchange environment

Supplier Client

subscriptiontl|

manage Subscriber
Manager |¥ ~ subscriptions
- K subscription
= T

= ' 3

__PayloadPublication Producer Consumer . T

«flow» 1 ¥ A

«flow» \

Besides p
also inclu
is not req

Figure 23 — Roles involved in data exchange

foviding a specification for the communications between supplier and¢¢lient, this docum
Hes description of communications that are internal to a supplier pr\internal to a client
uired that they directly map to identically named and identically-factored features in

bt
L It
an

implemenftation, but they are included in the PIM as a specification of the semidntics of the data exchange

communi

NOTE 2
roles have

10.1.2 T
The suppl
— Paylo

— S

C

P

hall generate notifications in accordance with the events that occur within the systen
bntrols. This role is seen as being-the publisher.

— Ip data exchange such a notification is referred to a content message which is nam
nyloadPublication.
ODTE1  Although represented as a separated role, this document does not mandate that such a 1
tually exists. It is just-alogical separation that makes sense in most implementations.
cer
hall executethe physical delivery of the information to clients.

1.

ation.

The adopted messaging pattern is derived from the Publish Subscribe pattern by extending it. So
been renamed to avoid confusion when they have been changed regarding the original pattern.

he supplier
jer's role is broken down into the following items with the corresponding requirements:

hd generator

hall have the actual knowledge about any active clients waiting for the informati
p._Chients having a valid subscription for the data. For that, it shall interact with {

«
|

me

| it

ed

ole

bn,
he

ubscriptionManager” role.

— Shall create the final notification message to the client which shall contain:

— Exchange specific information (with the “Exchange” class),

— Payload content (through zero, one or more “PayloadPublication” messages),

— The notification message between producer and client is named “Notification™.

— Subsc

ription Manager

— Key element needed for this process, the “Subscription” class shall contain all the information
a supplier system needs to know to allow the actual data exchange process to take place. It is
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detailed later on. Nevertheless, once a subscription exists the subscription manager shall be the
entity which provides means for the client to manage it, either by updating it or deleting it.

NOTE 2 New subscriptions are not created by the subscription manager but by the producer itself. The client
gains knowledge of the subscription manager only after a successful subscription is created

10.1.3 Client

The supplier's role is broken down into the following items with the corresponding requirements:

— _Subscriber

— Shall request and manage subscriptions
—| Consumer

— Receives the information that arrives from the supplier's side.
10.2 Feature description

10[2.1 Overview

Thiis subclause provides a description and the corresponding<$pecification for each feature|identified
in the context diagram, according to the Publish-Subscribe.data exchange architecture. The|following
fedtures are specified:

—| Subscription contract;

—| Subscription (also known as session);
—| Information management;

— | Data delivery;

—| Communication/protocol.

Th corresponding classes, attributes and relationships described in the class diagrams included in the
nekt subclauses are describéd)in the normative Annex C.

10(2.2 Subscription.centract

10{2.2.1 Description

A gubscription contract is a function element in data exchange. When two entities agree to| exchange
data exchange information, they shall agree what information is exchanged between the systems and
unferwhat conditions, among other technical details. A Subscription Contract can be seen asfa contract
befween a supplier and a client described in technical terms.

10.2.2.2 Features

10.2.2.2.1 Overall introduction
The subscription contract should have the following features:
— Contract: a model that can be used to the support of the information of a subscription contract;
— Contractlife cycle: features for managing the life cycle of the subscription contract:
— Create subscription contract;

— Manage subscription contract;
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— Terminate subscription contract;

— Catalogue: a model for handling catalogues;

10.2.2.2.2 Contract

The terms of the contract shall include at least the following details:

— Type of data (data that the supplier agrees to send to the client).

EXAM

PLE 1 A supplier can agree with the client to publish only situation publications or from the

situat
the sa

NOTE
The p
by sel
publis|

— Operd
the sy
the sy

me time provide this information using only point locations.

In order to define this information to be published, supplier and client can define'a Proj
rofile consists of a data exchange sub-model that has been created out of the data ekchange mo
bcting those optional elements in data exchange that are useful with the type of gnférmation to|
hed.

ting modes (set of rules and conditions that regulate the physical transmission of data betwé
pplier and client). Different operating modes may be used according to'the types of data t
pplier is delivering.

EXAMPLE 2  The operating mode “onOccurrence” can be used when/publishing situations or events :

the op
— Updat

— Perio
may b

— Techn

10.2.2.2.3
The follow
— Creat
— Mana
— Term

The interf
configura

10.2.2.2.4

The catald

erating mode “periodic” for publishing measured data.
e methods (the way to deliver updated information glebally or the modified elements).

l of validity (period of time in which the contract remains valid. After this time, the agreem
e extended or be considered as terminated).

ical details: server endpoint, security parameters, use of compression, update time, etc.

Contract life cycle
ing features manage the life cycle,of the subscription contract:
e subscription contract (handles the creation of a subscription contract).
pbe subscription contract (handles changes to an existing subscription contract).
nate subscription.éentract (handles termination of an existing subscription contract).

ace of these features is generally not implemented as a machine to machine exchange buti
fion database;

Catalogue

on publication only operator actions or even from the operator action only specific attributes, and at

file.
del
be

en
nat

ind

ent

gue of a data exchange system consists of a list of available services.

The interface is generally not implemented as a machine to machine exchange but in a configuration

database.

10.2.2.3

Data model

10.2.2.3.1 Presentation

Figure 24 describes the “Subscription contract and Catalogue” data model with the corresponding
classes, attributes and relationships.
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class SubscriptionContract /

Contract Catalogue

0..*

0.*

SubscriptionContract

10

MSl
pu

“C(
na

10

10
A S

wh
fra

10

CatalogueContent

subscriptionContractlD: Integer

subscriptionContractStartTime: DateTime + deliveryMethod: DeliveryMethodEnum
subscriptionContractStopTime: DateTime + operatingMode: OperatingModeEnum
profile: String + serviceName: String

deliveryInterval: Seconds [0..1] + serviceURL: Url [0..1]

operatingMode: OperatingModeEnum + topic: String [0..1] ('

publicationType: PublicationTypeEnum
updateMethod: UpdateMethodEnum
extensions: String [0..*]
serverEndPoint: String [0..1]
clientEndPoint: String [0..1]
securityParameters: SecurityType [0..*]
useCompression: boolean [0..1]

%

P

Figure 24 — Subscription contraet data model

2.2.3.2 Semantics

contract (class “Contract”) is composed ofi‘zero, one or several subscription contr
IbscriptionContract”). Among the attributés defining it some of them are mandator)
blication type, the contract start time, the operating mode and the update method.

catalogue (class “Catalogue”) is- composed of zero, one or several catalogue conte
italogueContent”). Among the attributes defining it some of them are mandatory, e.g. t
me, the operating mode and the update method.

2.3 Subscription

2.3.1 Description

ubscription,is\@ continuous period of exchange between one stated supplier and one st
ich are connected and ensure a fully reliable, timely and consistent delivery of all the in|
m the supplier to the client.

2:3.2" Features

act (class
, e.g. the

nts (class
he service

ed client,
ormation

10
Th

©lI

.2.3.2.1 Overall introduction

e subscription function elements shall have the following features:
Subscription life cycle: features for managing the life cycle of a logical session:
— Create subscription (Subscribe);
— Manage subscription;
— Terminate or destroy subscription;

Link Monitoring: features for link monitoring and control;

SO 2019 - All rights reserved
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— Subscription expired: management of an expired subscription;

— Error handling: how error occurrences are managed in the exchange process.

10.2.3.2.2 Subscription life cycle

The following sequence diagram in Figure 25 describes how to create a subscription between subscriber

and producer:
‘ Producer | Subscription Subscriber Consumer '}
Manager Q

sd Create Subscription )
subscribe(subscriptionContractID,

PayloagiGenerator
topic)

‘
-«

createSubscription()

subscriptionID

()

Figure 25 — CreateSubscription sequence diagram
Semanticy: The client shall create a subscription in order to receive the information available at the
supplier sjde.

The following sequence diagram in Figure 26 deScribes how a client manages after its creation.

NOTE In the following figures representing sequence diagrams the ":DataResponse" messages only
correspond to acknowledgement (or rejection):
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sd Manage Subscription /

Subscription Manager Subscriber
alt Pause Subscription
nauseSubscrintion
(subscriptionID)
:DataResponse
alt Resume Subscription /
i resumeSubscription
{subscriptiontd) >
:DataResponse
alt Destroy subscription /

destroySubeription

(subscriptiontD)

:DataResponse

Figure 26 — “ManageSubscription” sequence diagram

Semaftics: The subscriber should choose to pause, resume or destroy a subscription by invoking

associated methods on the Subscription Manager.

The subscription can be terminated on the following cases:

— Ifthe client wants to terminate the subscription;

— When the client does not receive “keep alive” information and needs to terminate a data exchange;

— When an error occurs (in this case both client and supplier should ask for terminating the

subscription).
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10.2.3.2.3 Link monitoring

Link monitoring is a feature to assure the Subscription between the supplier and client is up and
running. The "KeepAlive" message is a minimal exchange message that shall be sent to monitor the
status of the link between supplier and client. The other messages defined in the blocks tagged as "opt"
are recommended and should be implemented. The following sequence diagram in Figure 27 describes
how a client manages a subscription after its creation:

sd Link Monitoring )

Subscrioti CoRsumer

5
Manager

P generateKeepAlive()

getSubscriptions()

subscriptions

()

f subscription is not valid/

opt

destroySubscription
(subscriptionID)

y

loop for each active client /
; buildExchangeMessage()
C notify(Notification)
:DataRespanse

optlif errors occurs /

destroySubscription
(subscriptionID)

Ifthe produceris notable to
communicate with the
consumer, then should destroy
the subscription in his system.

O

ifnd Keep Alive /

3

destroySubscription
(subscriptionID)

After a period of time, if the
consumer does not receive
a keep alive message then
should destroy the
subscription on his system.

Figure 27 — “LinkMonitoring” sequence diagram
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Semantics: The producer shall send a "KeepAlive" message regularly and check for active subscriptions.

NOTE The management of errors in this sequence diagram corresponds to cases of unrecoverable errors,
which implies to have made several tries beforehand.

10.2.3.2.4 Subscription expired

In case of lost "KeepAlive" messages or unmanageable errors in data delivery for a given time, the
connection is considered as lost and a new subscription should be created again when connection is
available. Data recovery can be needed in case the subscription is restarted after such a situation.

10(2.3.2.5 Error handling

During the lifetime of a subscription there are cases where errors occur. In such cases, the pfoducer or
subscriber should retry a new connection in order to return to the normal scenar;i@:

—| Communications errors: Network or equipment problems, where comrhunication fails between
the supplier and the client;

—| Bad response: A bad response is related to an unexpected respofise'in the communication of the
supplier and the client;

EXAMPLE1 Case of http response error codes, unexpected information, XML mismatch |or service
unavailable.

—| Data exchange message errors: When all the exchahged messages are not consistent.

EXAMPLE 2  In case sent information on a specific update,method does not match with the payload, fhe answer
is dn error response.

Thi following sequence diagram in Figure 28-déscribes how errors are handled during a subgcription:
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sd ComunicationErrorOrBadResponseHandIing/

Producer

Subscription Consumer
Manager
notify(Notification) -
Ll

:DataResponse

opt if errors occurs/

destroySubscription

(subscriptionID)

op{if no keep alive/

Communication Errors / .
BadResponse

J destroySubscription
(subscriptionID)

After a period of time, the consumer will not
receive a keep alive message, and should
also destroy the subscription on his system.
See sequence diagram Link Monitoring

Figure 28 — “ErrorHandling” sequence diagram

Semanticg: in case of communications‘error or bad responses the producer closes the subscription{ In

case “KeepAlive” messages are not received by the client this one closes the subscription.

10.2.3.3 [Data model

10.2.3.3.1 Presentation

Figure 29 describes\the “Subscription” data model with the corresponding classes, attributes gnd

relationsHips.
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class Subscription )

SubscriptionContract

subscriptionContractlD: Integer
subscriptionContractStartTime: DateTime
subscriptionContractStopTime: DateTime

Subscription

extensions: String [0..*]
serverEndPoint: String [0..1]
clientEndPoint: String [0..1]
securityParameters: SecurityType [0..*]

subscriptionStartTime: DateTime
subscriptionStopTime: DateTime [0..1]

+ subscript?onStat_us: SubscriptionStatusEnum profile: String

* subscnpuonlD: nt i deliverylnterval: Seconds [0..1]

+  lastDelivery; DateTlme S operatingMode: OperatingModeEnum
+ IastH?artBe.at: DateTime 0.1 publicationType: PublicationTypeEnum
L isupplierlDAine " updateMethod: UpdateMethodEnum
+ clientID: int

+

i

10

A
“Sl
sul

10

10

Information is not static and its changes are managed during the active subscription.

10
Th

+l+ + o+ o+

useCompression: boolean [0..1]

SubscriptionStatusEnum

«enumerationLiteral»
+ paused: enumerationLiteral
+ active: enumerationLiteral

Figure 29 — The “Subscription” data maodel

2.3.3.2 Semantics

subscription (class “Subscription”) refers to an_ irstance of subscription contr
ibscriptionContract”). Among the attributes defining'it some of them are mandator}
pscription status, the IDs of client, supplier and subscription and different time informatiot

2.4 Information management

2.4.1 Description

2.4.2 Features
e information managementhas the following features:
Update methods:features to specify what portion of the information needs to be exchang

Operating modes: features that let a data exchange system specify when the information|
exchanged;

Life cycle Management: features for handling the life cycle management of publications;

—4\_Situation life cycle management;

ict  (class
, e.g. the
.

red;
should be

10

— Filter handling.

.2.4.3 Exchange data model

Figure 30 below depicts the part of the Exchange data model reduced to only include classes and
attributes that address the Information management features.

©lI
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class Exchange )

SubscriptionContract J
«enumeration»

subscriptionContractID: Integer OperatingModeEnum

Semantics
“Subscrip
method, t

-
+ subscriptionContractStartTime: DateTime
32 0 " ) onOccurrence
+ subscriptionContractStopTime: DateTime etiodic
+ profile: String EataRe uest
+ deliverylnterval: Seconds [0..1] 9
+ operatingMode: OperatingModeEnum
+ publicationType: PublicationTypeEnum
+ updateMethod: UpdateMethodEnum enim oo
H . H *
+ extensions: strlng [0 ] UpdateMethodEnum
+ _serverEndPoint: String [0..1]
+ clientEndPoint: String [0..1] partialUpdate
+ securityParameters: SecurityType [0..*] fullUpdate
+ useCompression: boolean [0..1] fullAuditTrail
0..1
«enumeration»
DeliveryMethodEnum
DirectDelivery
FetchedDelivery
i
Exchange «enumeration»
+ deliveryMethod: DeliveryMethodEnum ExchangeStatusEnum
+ retrievalToken: String ok
+ status: ExchangeStatusEnum r
oo error
+ errorMessage: String <(

Figure 30 — Information management data model

: An instance of exchange (class “Exchange® refers to only one subscription contract (class
fionContract”). All the attributes defining it are mandatory: they are related to the delivery
he corresponding exchange status, the error message (if any) and the retrieval token.

10.2.4.4

anagement data model

Figure 31 |below depicts the Management data model reduced to only include classes and attributes that

address the life cycle managementfeatures.
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class Management /

Management

+ state: LifeCycleEnum

N

€l

re

ManagementEnumerations::LifeCycleEnum

created
updated
cancelled
outOfRange
ended

Figure 31 — “Management” data model

mantics: The “state” attribute of the “Management” class'is used to define the actual life cyfle state.
2.5 Data delivery

2.5.1 Description

Dl;llring a data exchange process there isja heed to know how the information published by a $upplier is

iably conveyed to its clients:

The supplier shall know how.to physically interact with its clients. With this publishisubscribe
architecture the suppliecshall use the same platform and the same mechanisms provided by this
platform as his clients;

EXAMPLE1  If the.chosen platform is SOAP over HTTP this means that the supplier knows the service
endpoint address ‘ef-his clients.

The supplier'shall create every message with the relevant attributes for the exchange pperation,
allowing centrolling the exchange process itself;

The_messages produced by a supplier should only be delivered to the clients who have valid
subscriptions for that information;

I L] h R . | 1 £ b A | . 1 1 . | sl . . £ o - |

IT UIIC puuuaucu ITITOI'IIIAUOIT TITCUS LU DT LUlllplCUlCllLCu WILIT CXLUI d IITITUL IIIdUIOIT 11T UTUCTI tO enable
clients to properly process it, then the supplier should provide his clients with a mechanism for
accessing this contextual information.

EXAMPLE2  This can be made by using ancillary publications like e.g. in DATEX II the
MeasurementSiteTablePublication that provides static information on traffic monitoring stations.

If synchronisation is supported, then the supplier should provide his clients with a mechanism to
request and receive information that will support the synchronisation process.
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10.2.5.2 Features

10.2.5.2.1 Overall introduction
The features related to data delivery are:

— Data delivery: features to deliver information by the supplier to a client in a “push mode” (direct
delivery and fetched delivery);

— Datarequest: features to delivery information requested by the client;

— Large datasets handling: support the exchange of messages with large data volumes;

— SyncHronisation: how to ensure data synchronisation between the systems that are commanicating;

10.2.5.2.2 Direct delivery

The direct delivery feature is used whenever the supplier sends the data in a single interaction wjith
the client] i.e. during the notification action. This is the most common and preferied way to perform
message gxchange. It is a mandatory exchange feature.

The sequgnce of actions is shown in the following sequence diagram in Figure 32.

sd DirectDathDelivery /

PayloadGenerator Producer Subs jon Consumer
ger

notify(PayloadPublication) -
»

getSubscriptions() -
Ll

:Subscriptions

loop for each active client /

5 ; buildExchangeMessage()

notify(Notification)

:DataResponse

Figure 32 — “DirectDelivery” sequence diagram

10.2.5.2.3 Fetched delivery

A fetched delivery is used to let the supplier tell the client that the data it wants is ready to be fetched,
instead of handling it over directly. Therefore, the notification that flows from the supplier to the
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client has the single purpose to inform the client about the availability of the data along with a so-
called “retrieval method”. The retrieval method contains all the information the client needs in order
to actually fetch the data. Although the specification provides a default retrieval operation (the “fetch
operation”), the actual retrieval method may be agreed on between supplier and client.

The following sequence diagram in Figure 33 illustrates the scenario where the producer sends a
message to consumer which indicates that the data is available via fetched delivery.

sd FetchedDelivery )

PayloadGenerator Producer Subscription Consumer
Manager
¢
N
T Anll

tify(PayloadPublicati
notify(PayloadPublica |on)>4

getSubscritions()

:Subscriptions T

L

opt is fetched delivery /

c ; buildExchangeMessage()

notify(Notification)

:DataResponse

fetch(retrievelToken)

:D2Notification

Figure 33 — “FetchedDelivery” sequence diagram

The “Notification” instance contains information that lets the client query the supplier about a specific
data set. In that case, the original “Notification” will not carry any content data. This information is part
of the “Notification” which is then obtained via the fetch operation. It is an optional Exchange feature.

10.2.5.2.4 Data request

The publish-subscribe pattern states that a publisher (i.e. supplier) sends information to all subscribers
(i.e. clients) who have registered themselves for specific information.

Although this general statement does not address all business needs driving an exchange process,
sometimes a client needs to receive information the lifespan of which has already elapsed (e.g. at the
first synchronisation or after a link failure). The “Data Request” feature can be used by a client to
request that specific information be delivered by a supplier.
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The following constraints apply for the data request feature:

— Only clients having subscriptions including the “dataRequest” operating mode are allowed to
perform data request operations;

— In case a client performs a data request for receiving messages that have already been sent, the

updat

e method is not taken into account;

— The supplier may choose not to support the data request operation. In this case, it should not allow

creati

ng subscriptions including the “dataRequest” operating mode.

It is an o]
feature is

NOTE
rejection).

10.2.5.2.5

When con
data exch

ptional Exchange feature. The following sequence diagram in Figure 34 pictures how.t
operated.

As explained above, the ":DataResponse” message only corresponds to acknowledgement
The actual answer from producer to consumer's data request is realised through the "notify" messd

sd DataRequest )

A)
Producer Cor%n)r

;\\

O
Z

T ¢ T

| |

| |

,L< dataRequest |

(DataRequest)

:DataResponse
__________________ ol SV A
T i
| |
: notify »_:

(Notifidation)
:DataResponse
e« ______sQstaResponse |
T T
| |

Figure 34 — “DataRequest” sequence diagram

Large datasets handling

sidening large amounts of information, a solution is to use compression mechanism in
hnge.process. This document does not define any mechanism that supports the compress

capabilityi

That is left to the communication protocol in use

is

(or
ge.

he
on

An alternative approach consists in using the fetched delivery mechanism when the payload content is
too big to be exchanged using the regular event driven approach of the publish-subscribe architecture.

10.2.5.2.6 Synchronisation

When two exchange systems engage into a data exchange process they often need to reach a common
baseline before the normal data exchange actually starts. This operation is known as synchronisation
and happens due to several reasons, e.g. initialisation of client’s exchange system, restart after a system

failure or
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a communication break.

© ISO 2019 - All rights reserved


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

The mechanism available to support the synchronisation process is based on data request. Two types
of synchronisation are considered:

“Regular”: - used when the client asks for publication information based on the “fullAuditTrail”
update method.

— “Replay”: special type of synchronisation used to ask the supplier to re-send messages that
were already sent in the course of a subscription. The session is either the current subscription
or a previous subscription, provided that the supplier allows the replay of previous subscription
messages.

Thi synchronisation mechanism depending on the availability of the data request feature is;ap optional
feqture.

10{2.5.3 Data model

Th data model in Figure 35 below shows the structure of elements that are used to convey| exchange
information between exchange systems. It consists of a top level “Notificatien” class which gontains a
mgndatory class named “Exchange” designed to accommodate exchange-specific informatipn and an
opfional sub-class named “NotificationData” which holds the actual information being exchanged.

class Notification

Notification

N
N

NotificationData + ( Exchange

Figure 35 — The “Notification” data model

The “NotificationData” package is pictured according to the following Figure 36.
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class NotificationData )

NotificationData

end
cancel
outOfRange

+ + + o+ o+ o+ +

o 0.1
PayloadPublication ‘ RemoveResourcelist

+ defaultLanguage: Language

+ feedDescription: MultilingualString [0..1]

+ feedType: String [0..1]

+ publicationTime: DateTime

1"*
ElementReference <O
RemoveResourceReasonEnum \
elementReference: Reference [0..1] \

elementVersionedReference: VersionedReferénce [0..1]
externalReference: String [0..1]

elementReason: RemoveResourceReasonEnum
elementReferenceDescription: Sfring

elementSource: String

elementTimestamp: DagéTime

10.2.6 C¢mmunication and protocol

As described in the context diagram the commumication layer deals with the support for communicat
between gystems, and defines the protocolsand services that can be used by data exchange, e.g. TCP

HTTP, Web services, security.

At the commmunication layer level, thelexchange specification defines the following features:

Figure 36 — The “NotificationData” class model

— Protofcol of communication.used for exchanging data;

— Securjity features that canbe implemented in data exchange;

— Methg¢ds for data cgmpression while transmitting data.

This docyment presents a model for the exchange specification to allow the implementation o

on
IP,

ver

multiple pglatforms; each described in the corresponding platform-specific model (PSM). The exchange

specificatjon4is{ not limited to any protocol, security and compression solutions; the informat

Annex D iptroduces some protocols available that can be used for PSMs.

ive

10.3 Publish-Subscribe Functional Exchange Profiles

10.3.1 Overview

This FEP deals with Information currently available at the supplier system that needs to be delivered
to the client system. Furthermore, in some business scenarios the client needs to receive all relevant
information that has been available to the supplier even during disconnected periods, e.g. due to
technical problems such as network disruption or due to system maintenance. Thus, there is also a
need to deliver information that had been available during such disconnected periods in the past to
synchronize the client and avoid loss of data.

60

© ISO 2019 - All rights reserved


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

Itis important to note that some state information needs to be shared by the supplier and client in order
to deliver past and/or incremental information. This shared state enables FEP to manage errors and
achieve a full synchronisation of client and supplier. The state information itself can be stored either at
the supplier or at the client system which is out of the scope of an exchange system environment.

This FEP focuses on the described requirements and presents a profile that is based on the PIM and the
Publish-Subscribe pattern, which allows for a reliable implementation of data exchange among systems,
and many specifications derived from this pattern are available.

A PSM descrlptlon of thls pattern on web services is to be prov1ded in an accompanymg document,
: : n-exchange.

These requlrements w111 be analysed in the followmg subclauses

10(3.2 Objectives

The simplest form of a data exchange scenario is providing information of a data supplier fo a client,
jugt for information or to allow further processing of the data. The client can‘select a part df the data
avgilable, e.g. providing filters, but is not able to modify the content of the information provided to him,
nejther semantics nor syntax. The business scenario Information Delivery provides requirgments for
this way of information exchange.

Bapked on the requirements defined in the business scenario for information delivery, this FEP pddresses
the following objectives:

— | Allow the establishment of an agreement or a contract on-line or off-line, between the supplier
and client;

—| Manage the information life cycle and ensure thatboth supplier and client share the samg status of
the information that has been exchanged;

— | Ensure the exchange of all information\between supplier and client, in an efficient, rpbust and
consistent way;

— | Be able to establish a session between the supplier and client and deal with errors and failures of
communication;

— | Provide high levels of security;
—| Use efficient and optimized mechanisms of communication.

A FEP contains the selection of exchange features for a specific business scenario. There afre several
levels of functional requirements for information delivery, and each can ask for a different FER. This FEP
fodquses on an extensive requirement set for an Exchange specification, based on the Publish{Subscribe
pattern, and ‘is-therefore is called “Full Publish Subscribe”; other FEPs for different information
delivery scenarios are expected to have a subset of this feature set or contain fewer complef features
dug to less complex requirements. The Full Publish Subscribe FEP has a list of requirements for each
obJecftive that are retailed in the normative Annex B.

11 Other PIM definitions

This clause is reserved for future new models/patterns supporting new business scenarios, such as
“Collaboration ITS Services”.

The definition of the business scenario is mandatory prior to the PIM description because a PIM
implementation is “connected” to a business scenario.

CIS can be implemented using bidirectional data delivery approach for service request and feedback
exchanges as possible PIM for a non-pre-emptive CIS implementation as described in Annex H.
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Annex A
(informative)

Methodology presentation

A.1 Introduction

This inforymative annex presents the approach followed for this document and the rationale behind the
choices mpde.

A.2 Apply Model Driven Architecture

The original approach taken for modelling the full set of aspects covered by‘data exchange clearly
identified|the need to separate the exchange specifications, of what needs-to/be exchanged and the
exchange pf the data itself. This is reflected by creating two independent interoperability domains:

Yt

— The ipformation interoperability domain as reflected in the PIM défining content (e.g. of DATEX [I);

— The ekchange interoperability domain as reflected by this document.

While thg payload content model can be regarded as describing “what to exchange”, the present
exchange gpecification deals with the problems about “how-to exchange”.

A distinction has also been made in the modelling phase to separate the abstract model from [its
concrete jmplementation(s). In practice, this approach led to the creation of a Platform Independent
Model for|exchange (PIM), which described the _concepts behind exchange, and one or more Platfofm
Specific Models (PSMs) which defined how the“abstract model would actually be implemented [on
specific tdchnical platforms. As this basic principle of the Model Driven Architecture (MDA) has guided
all the work that was already undertaken for creating the full set of specifications for content definitjon
with notaple success, it was chosen as well for the Exchange Specification definition.

Therefore, this exchange specification is based on a Platform Independent Model for exchange (the
Exchange|PIM), which is detailed”in one or more documents containing specifications targeted| to
specific platform implementations (PSM).

A.3 Us¢ case driven

One of th¢ principles followed in this document is to clearly identify the business scenarios that are
addressed by thespecifications plus the full set of features that can be available for implementing actpal

systems Haséd.on this document for each of those Business Scenarios. This led to the identification] of
two main lbusiness scenarios:

— Information Delivery;
— Collaborative ITS Services.

The information delivery business scenario addresses the exchange of traffic and travel information
between two data exchange nodes, whereas the Collaborative ITS Services business scenario broadens
this approach by including the possibility of having one data exchange node stimulating actions within
another data exchange node by requesting the execution of a particular service offered by this node.

These two business scenarios clearly show distinct characteristics, but in order to fully describe them,
both need to be detailed further, leading to different possible options. Therefore, the approach was to
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further refine these general business scenarios into particular, more detailed use cases, each of which
address specific requirements.

The term use case is used here to describe a set of interactions between entities (called actors) and
the system being analysed, providing a better understanding of the main functions behind such
interactions.

In the case of the information delivery domain, the actors involved in the corresponding use cases
are the supplier of exchanged information and the receiver of such information - the client. For the
Collaborative ITS Services domain, the actors involved are the entity requesting the ITS services, or the

serviceconsumer-and the entitv nroviding the service ie.-the service provider
7 v (=] 7 r

A.

4 Functional Exchange Profiles

When analysing the business scenarios and requirements for this document, it bécame app|
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L be easily accommodated into a single, specific implementation. Even worse, some use g
bn contain requirements that are, by nature, contradictory, depending‘enr’the business ne
eI community they originated from.

[ving that in mind, this specification identifies the full set of features that can be available
thange process to take place. Then - in a second step - the specification reflects the part
es and selects the best suited set of features for each of them: This selection is denoted a H
rhange Profile - FEP.

b Profile-to-platform mapping

performing a short survey on the capabilities‘that modern ICT platforms offer it becams

bending on the platforms chosen. As such, the one-size-fits-all approach that was follow
bvious version of the Exchange Specification for creating concrete implementations simpl
into the new paradigm.

the heart of the current specification sits the Platform Independent Model (PIM) for data
purpose is to model the interactions that were identified for each use case in an abstract
ependent way. The Exchange PIM is detailed in this document.

iis platform independent specification then has to be mapped to a realisation of the indi

14823-3 defirtes-Such a mapping. The act of matching a FEP to a platform is also known 3
platform mapping. Each one of these mappings form what is called an interoperability
s only inthe scope of such an Interoperability Domain that two data exchange nodes can
interoperdble, i.e. if two different implementers of data exchange systems need to be sure
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B.1 Inf
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client. Thi
supplier t

ITS Servig

clientass

Annex B
(normative)

Definition of requirements

rmation requirentents

Table B.1 — Information requirements

ry intent of the information delivery scenario is the provision of information by a supplier tjo a
5 subclause provides requirements that are related to the data actually being transferred frpm
b client. For each requirement it is stated whether applicable to data delivery or(€ollaboratjve
es (CIS) business scenarios, assuming for CIS supplier is intended as service ,requester gnd
brvice provider and data are exchanged or processed as input to provision of'services.

Requjrement

Description

Data
delivery

Collaborativie
ITS services

Simple senver

In a simple exchange the supplier keeps no track of
previous interactions that have occurred betwéen with
any of its clients. Therefore, the client is responsible for
providing the supplier with all information‘itcan need
in order to serve his request. Note that this requirement
does not oblige the supplier to have a mmechanism for
receiving state information as that-depends on the avail-
ability of other requirements desctibed in this clause
(e.g. filter handling).

Y

Stateful sqrver

Any supplier implementing this feature should provide
some sort of state keepitgmechanism that will allow it
to know what informiation was sent to his client. There-
fore, it would be possible for the supplier to send only
information that-has not been already sent before. A
supplier implementing this mechanism can also support
other requirements that allow clients to shape

the actual data set being received (e.g. filter handling).

Subscriptilon

The+information that a supplier delivers to a client is
definéd by a subscription. A subscription results from
an'interchange/license agreement, where both parties
agree on parameters like, e.g. the information type and
periodicity that should be observed upon data deliv-
ered. The supplier can choose to reject requests without
proper subscription, or it can deliver a standard set of
information.

Catalogue

exchange

The information a supplier provides is described in a
catalogue. The catalogue is used to identify the
information contained in a subscription.

Self-description

The ability of two nodes to exchange information that
will allow them to negotiate the requirements
supported by both of them (handshake).

This feature deals with exchange parameters, which
is different from a catalogue exchange that deals with
content.

Filter handling

A supplier implementing this feature enables clients to
provide specific filters that shall be applied to the
information being exchanged.
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Requirement Description Data Collaborative
delivery | ITS services
A client profile lets suppliers shape the information Y Y
Client profiles they send according to the requirements of the client
requesting it.
Legal artefact where parties taking part in data ex- Y Y
Interchange/License |change define the terms and conditions that govern the
agreement whole exchange process (e.g. Non-disclosure of
infermation,servicetevelagreementsetes):
This feature implies that the data that is prepared by Y Y
Integrity the supplier should reach its intended recipient without
being tampered in any way, semantic, structural or other.
Full audit trail data All data item versions are delivered to the client. Y. Y
delivery (all state
chpnges)
Snjapshot data delivery |Only the current version of the data items is delivered t6 Y Y
(1gst known state) the client.
Ingremental Data A mechanism where the server sends only the inferma- Y Y
Ddlivery tion that has changed since the previous exchange cycle
Service a supplier should provide for the client to access Y Y
Rgference datasets for : : : :
: : referenced data in a versioned way. Evensif new versions
different versions . X .
appear the old versions remain accessible.
Extensions to the data exchange protocol should be Y Y
supported; therefore, any implengentation of the data
Extensibility delivery use case shall take into.account that the pro-
tocol can evolve. Thus, each message should state the
protocol version it refers.to:
. A set of function for updating information at client Y Y
Support for life cycle . . X
systems according toipdated information gathered at
management .
supplier system
A set of functions that will let the supplier (as service Y
Support for informa- |requesteg) tell the client (as service provider) what to
tign management do with(the information being exchanged (processing
direetive).
Aset of functions that will let the client (service provid- Y
Support for feedback : :
. . er) tell the supplier (service requester) the outcomes
or|information man- . : : . X
ackment of processing the information by the stated directive
§ which had been exchanged.
A capability for the exchange system to coordinate Y
Diptributeddransaction |[among several involved service provider systems to
collaborate in implementing a distributed service.
A capability for the exchange system to coordinate Y
Diptributed atomic among several involved service provider systems to col-
transaction [aborate in implementing a distributed service Keeping
consistency in transaction.
A mechanism that lets clients request the whole set of Y Y
information currently known to the supplier to ensure
Svnchronization that its internal data structures be in exactly the same
y state as those of the supplier. (intended for CIS the Ser-
vice provider needs the exact information to provide the
requested services)
In the case that preparing and sending a data set by Y
the supplier would take too much time to complete, the
Delayed delivery supplier should inform the client about this fact. This
mechanism should also define how and when the client
would be able to access the information it needs.
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Table B.1 (continued)

Requirement Description Data Collaborative
delivery | ITS services
Data delivered as soon |This feature is used to ensure that the supplier sends the Y Y
as possible information as soon as it becomes available in its system.
On demand request The ability of the client to ask the server for information Y
(query) it needs whenever it wants (Client pull).

B.2 Compmunicationrequiremrepts——M8M8Mm —M8 —————————————————————

Communifation requirements characterise the mechanism that data exchange nodes implement| in
order to gddress problems specific to the communication layer of the data exchange process. These
requirem¢nts are completely unaware of both the security and information features that‘are in use.
The idea is that given a supplier has prepared a particular dataset; the requirements deseribed in this
subclause|can be used to successfully convey it to the client.

Table B.2 — Communication requirements

Requirement Description Data'délivery | Collaborative
ITS services
Sessionlegs No session is used during the data exchange process Y Y
Client and supplier negotiate and establish a ses* Y Y
. sion before starting to exchange information..Fhe
Session . : . .
session parameters constitute state information
shared between both stations.
A mechanism where the client requests the data Y Y
Request/response : X
and instantly receives the response:
A mechanism where the supplierinitiates the Y Y
Delivery/tesponse data delivery process, while‘the client patiently

waits for it.

A mechanism that allgws both client and supplier Y Y
to detect that an error has occurred during the ex-
change process and-to decide what actions should
be taken to hatndle it.

Error handlling

The communication layer should introduce a min- Y Y
Timely regponses imum delay on the data delivery process, ideally

nones

The ability to handle time-out situations that Y Y

Time-out ;management :
fappen during an exchange process.

The messages exchanged should include extra Y Y
information that allows both parties involved to
measure the quality of service of the

Exchange guality;,
measures |(ex. res

sponse terestamp) communication layer.
' A mechanism for storing information about Y Y
Logging exchange activities, which could then be used to

analyse the whole process.

When the supplier fails to deliver the information Y Y
to the client, this feature ensures that the failed
data messages will be successfully delivered to the
client at a later time.

Failed data recovery

A mechanism that allows identifying each message Y Y
Message sequence exchanged between two entities by including a
unique sequence number.
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Requirement

Description

Data delivery

Collaborative
ITS services

Full reliability

A mechanism that ensures that data sent by a sup-
plier is really received by the client provided that
both client and supplier are active and have the
ability to communicate.

This does not include any semantic validation.
Syntax validation is optional.

Y

Y

coptrol

Lipk monitoring and

This feature enables both parties to continually
check whether the communication link works prop-
erly and act accordingly when it is broken.

01 occurrence update

A supplier implementing this feature should send
the information to the client as soon as it is available.

Periodic update

A supplier implementing this feature should buffer
all the information to be sent to a particular client
for a pre-defined time period send information only
when this period has elapsed.

livery

Multi-part data de-

When the size of the information to be delivered

is too large, the supplier can choose to deliver itin
chunks. At the first request, the supplier retdrns
the first data chunk. The response contains the
message ID and the total number of parts{(chunks)
that comprise the dataset. The client then has to
request each of the remaining parts‘efthe message.

Cdmpression

The ability to pack the same infermation in a
smaller amount of data in order to decrease the
transmission time.

B.B Security requirements

The requirements described in this.subclause deal with all aspects used to provide security §

ervices at

any of the different communication levels, such as peer authentication, channel security and go on.

Table B.3 — Security requirements

Requirement Description Data de- | Collaborative ITS
livery seryices
Cllent The act of establishing or confirming a client as authentic. Y Y
authentication
Cllent The process of verifying if a client is allowed to access some Y Y
authorization |resource (commonly referred to as read access) or execute
some action (commonly referred to as write access).
Subppher The actof establishing or confirming a supplieras Y Y
authentication |authentic.
Supplier The process of verifying if a supplier is allowed to access Y Y
authorization |some resource (commonly referred to as read access) or exe-
cute some action (commonly referred to as write access).
State of the The act of indicating the destination peer of a message. Y Y
intended
recipient
Confidentiality |Ensuring thatinformation is accessible only to those author- Y Y
ized to have access (ISO 27002).
Client A mechanism that allows a client to provide his identity. Y Y
identification
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Table B.3 (continued)

Requirement Description Data de- | Collaborative ITS
livery services
Supplier A mechanism that allows a supplier to provide his identity. Y Y
identification
Non-repudiation|A mechanism to guarantee that the sender (supplier of a cli- Y Y
ent) of a message cannot later deny having sent the message.
B.4 Finagneialfeconomicrequirements——Mm———————————————————————————

Although peing not at the same level the requirements described in this subclause have some economjic/
financial impact on the actual implementation of the data exchange sub-system.

Table B.4 — Financial/economic requirements

Requifement Description Data Collaborative
delivery | ITS services
Reasonable TCO The data exchange sub-system should have a reasonable Y Y
(Total Cosf of TCO (Total Cost of Ownership).
Ownership)
The data exchange sub-system should be implemented\in Y Y
Expandabijlity at such a way that it can be possible to increase the eapacity
areasonable cost of the system at a reasonable cost. Capacity relates to any
(scalability) of the system resources, such as data volumes, computa-
tion power, parallel processing, etc.
Low procdgssing It shall be possible to implement a data.exchange sub-sys- Y Y
resources tem on systems with low processingresources.
68
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Annex C
(normative)

Basic exchange data model and data dictionary

2019(E)

C.1

Overati presemntation

The described data model is based on a UML methodology that is independent frot any
plgtform. It describes the whole data needed to implement in this version the informatio
bupiness scenario besides the only Snapshot Pull and Snapshot Push FEP and exchange pattei

Whenever exchange features as session management, link monitoring are” needed sd

inf
ma3

prmation need to be conveyed among supplier and client to enable cofitrol and reliable
nagement.

Fufthermore, in specific contexts, more than one Information Payload occurence can be ¢
so|that this model further allows exchanging multiple payloads based on such extra
requirements.

As|already explained this model is not required to implementFEPs like Snapshot Pull and Snap
C.2 Basic exchange data model

C.2.1 Overview

Exthange data model is used to convey infermation which is needed to manage exchange feat
as [nformation management, session management, link monitoring.

Fufther information is needed to manage CIS.

technical
h delivery
ns.

me extra

exchange

xchanged,
exchange

shot Push.

ures such
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C.2.2 The MessageContainer class diagram

class Model )
MessageContainer Exchangelnformation
0::1:
OO
+payload O* 0.1
Patioadrubliciy InformationManagement CiSInformation-)
®-® @ ®)

Figure C.1 — The MessageContainer. class diagram

A MessaggContainer class is introduced to allow delivery of-further information besides payload suchjas:

— Exchgnge Information: which is needed to manage exchange feature such as session management
and lipk monitoring and exchange error management.

— Inforgnation management related information.
— Collahorative ITS Services information:

All linked| classes are optional, constraints on implementation depending on different FEP+EP whijch
implemenft the exchange and its features, e.g. an Exchange class will be mandatory in a FEP+EP whjch
needs to implement session mdanagement, such as Stateful Push FEP+EP.

The MesgageContainer class also allows conveying multiple payloads within a single exchanged
message.
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C.2.3 The Exchangelnformation class diagram

class Exchangelnformation/

Internationalldentifier

+supplier
ExchangeContext

1
+ protocolType: String

+ protocolVersion: String

+client
Exchangelnformation 0.1
0.5

Dynamiclnformation

exchangeReturnStatus: ExchangeReturnEnum [0..1] Sessionlnformat

on ‘

exchangeReturnStatusReason: MultilingualString [0..1]
exchangeStatus: ExchangeStatusEnum [0..1]
exchangeStatusDescription: MultilingualString [0..1]

% _\isessionlD: String

+ + + o+

Ex

Ex
thg
or
au

Dy
m4
dif]
clal

Figure C.2 — Exchangelnformation class diagram

Change Information is used to convey information about&xehange Environment such as:

Exchange Context, which is implied by supplier and client(s) identification, the type o
which is defined to be used in exchanging data, the implemented version of this protocol.

Dynamic Information: such as exchange status and return status (within a set of g
exchanged status and return status enumeération lists and their reason) and SessionID for
patterns which manages sessions.

f protocol

redefined
exchange

rhange context is optional as mostly implicit in subscription contract and normally can be ¢mitted so

link to ExchangeContext class isnotmandatory. Otherwise such information could be used {
double check some communication features such as supplier and client identification, auth
horisation, which can only beimplemented in a reliable way based on communication layer]

namic information is theyonly mandatory class in which the attribute exchangeStatus i
ndatory informatiod. Other information will be mandatory whenever needed to be m
ferent FEP+EP, i.e<ih case of session management feature implementation SessionlID at
ss SessionInformation will be needed to be managed.

o simplify
entication,
S.

5 the only
Anaged in
tribute in
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C.2.4 The InformationManagement class diagram

classInformationManagement/

InformationManagement

¢

0..1

InformationManagedResourcelist

1.:%

ElementReference

Q

%

reference: Reference [0..1] 0

¥
|\s)
O

+ managementStatus: ManagementTypeE‘%%

+ versionedReference: VersionedReference [0..1]
C

Figure C.3 — InformationManagement class diagram

InformatipnManagement class allows delivering information management data: as defined in Annek F
for life cy¢le information only valid/information is managed in the payload, whenever an element ends
its life cyfle, i.e. being closed or(carcelled, it is no longer conveyed in the payload and informatjon

management is to be deliveredste manage closures or cancellation of such elements.

These closed and cancelled-elements are conveyed linked through InformationManagedResourcel}ist
class and |are addressed by ElementReference class which allows identification of the element by |its

reference jor versioned{eference, specifying its managementStatus, i.e. closed or cancelled.

72
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C.2.5 The CISInformation class diagram

class ClSInformation )

ServiceFeedback

CiSInformation - serviceRequestFeedbackReason: MultilingualString [0..1]
S - serviceRequestStatus: ServiceActionStatusEnum
0..%| - serviceRequestReference: VersionedReference

'

0.2*

ServiceRequest

customServiceParameter: String [0..1]
expiryTime: VersionedReference [0..1]
requestedAction: ServiceActionEnum
servicerRequestCreationTime: DateTime
servicerRequestVersionTime: DateTime
elementToProcessVersionedReference: VersionedReference [0..1] 4
predefinedService: PredefinedServiceEnum
notPredefinedServiceName: String [0..1]
elementToProcessReference: Reference [0..1]
externalReference: String [0..1] 1.%

+servicelmplementer/ | 1

+serviceRequester Internationalldentifier

+servicelmplementer

oo+ o+ o+

[N

The service requester is commonly the exchange supplier
in aservice request framework.

0.1 The service implementers are among the clients which
QA receive the service request; some clients may receive
ServiceRequestCondition . 4; this information only for informative purposes and not to

= impl tth ice.
conditionDescription: MultilingualString [0..1] A\ Hoplementiisskivice

externalldCondition: String [0..*]
referencedCondition: Reference [0..*] @
versionReferencedCondition: Versioned%&tence [0:%]

Depending from the operating context of CIS, all the
service implementers may or shall be informed about the
overall set of service implementers, or not.

+ o+ o+ o+

.

N

Eigure C.4 — The CISInformation class diagram

With reference to Anhex G Collaborative ITS Services transform the vision of supplier ang client in
seffvice providestand service requester: CISInformation conveys in the data model the information
needed to implement service request and service feedback as described to be exchanged between
seffvice praovider and service requester.

CI$Information class: allows to convey any Service Request and Service Feedback which are fequested
to pe-exchanged among Service Requester and Service Providers through the respective namied classes
ServiceRequest and ServiceFeedback.

ServiceRequest: conveys information related to a single Service Request
— Service Request creation and update time,

— predefinedService: to be chosen among an enumerated list such as processing, broadcast delivery,
VMS message process, Traffic Management Plan activation,

— not predefined service name,
— custom service parameter: custom parameter to raise for processing,

— requestedAction: Approve, implement, terminate, cancel,
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— element to process reference or external reference,

— expiry time when a service is valid only implemented within a limited time amount after which it
will be no longer needed.

Service Request can be related to a Service Condition through the ServiceCondition class identifying the
needs for that kind of service through some payload reference for a predefined, coded or not predefined,
i.e. unpredictable condition.

ServiceRequest class also allows addressing the identification of involved Service Providers needed to
implement such request and the corresponding service.

ServiceFgedback: allows to convey information about the processing of a Service request previously
exchanged through reference information to the Service Request itself and specifying its Status-amqng
a set (comjpliant, failed, not compliant, processing, rejected, scheduled, success, timedOut) plus‘a reagon
for that stptus.

C.3 Data dictionary overview

This data flictionary describes the characteristics of the different classes, attributes and roles appearing
in the data model defined in C.2. The dictionary is specified as a set of tables grouping classes, attribufes
and roles for each package as they are defined in C.2.

For each gackage the following are successively provided:
a) The class table,

b) The apsociation table,

c) The aftribute table.

Each tablg of a given type has the same structure.

The data|dictionary is categorised into sections following the different UML model packages|as
mentionedl above. It defines for every package the entities and elements corresponding.

The table folumns have the followingsmeaning:

a) Column Name: they provide the symbolic name (either in Lower or Upper Camel Case) given to the
correpponding class, attriluté or association role.

b) Colunmin Designation:fitprovides the corresponding name in natural language of the corresponding
class,fattribute or role!

c) Columin Definition: it provides a comprehensive definition detailing this class, attribute|or
assocjation role.

Some colynins are specific for one or two tables. The class tables include the following two columns:

d) Column Abstract: it indicates if the corresponding class is abstract (value “yes”) or concrete (value
“no”). Abstract classes are defined in ISO/IEC 19505-1.

The attribute tables and the association tables include the following column:

e) Column Multiplicity: it provides the number of occurrences a class may have when instantiating
this association (resp. a class attribute may have when instantiating this class). The adopted syntax
is the following: m..n where ‘m’ and ‘n’ respectively represent the minimum and the maximum
value of multiplicity.

For association roles, the possible value for ‘m’ are:
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f)

For

g)

C.4

C.4

ISO/TS 19468

1) 0 in case of an optional participation of the corresponding class when instant
association;

2) 1 in case of a mandatory participation of the corresponding class when instant
association;

3) 2,3, ..1in case a minimum number of participations of the corresponding class is
defined when instantiating the association.

For association ends, the possible value for ‘n’ are:

:2019(E)

iating the

iating the

explicitly

4) T11n case only one class instance 1s at most participating at the association instantjat
5) *in case several instances are allowed participating at the association instantiation;

6) 2,3, .. in case a maximum number of participations of the corresponding-class is
defined when instantiating the association.

For attributes, the possible value for 'm' are:

7) 0in case of an optional attribute;

8) 1in case of a mandatory association / attribute;

9) 2,3, ...in case a minimum number of occurrences is explicitly defined.

10) For attributes, the possible value for 'n' are:

11) 1in case only one attribute instance is allowed;

12) *in case several instances are allowed for this attribute without being specified;
13) 2, 3,..in case a maximum number of.@ccurrences is explicitly defined.

the attribute tables, the following column has been added:

Column Type: it provides thé€ c¢lass name used as data type. It is only provided for
corresponding to class attributes. When the type name ends with 'Enum' this means it co
to an enumeration of accepted values defined in C.6.

the association table, the following column has been added:

Column Target:it)provides the class name appearing at the second end of the relatid
linked throughthe corresponding association.

I Datd Dictionary for “ExchangeDataModel”

L.1"\"Classes" package for “CISInformation”

on;

explicitly

elements
rresponds

nship, i.e.

MessageContainer/CISInformation/Classes

C.4.1.1 "Classes" package classes

Table C.1 — Classes of the "Classes" package

Class name Designation Definition

Abstract

CISInformation CIS information CIS information.

no

ServiceFeedback Service feedback Feedback about a specific service request from the ser-

vice implementer to the requester.

no

© IS0 2019 - All rights reserved
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Table C.1 (continued)

Class name Designation Definition Abstract
ServiceRequest Service request Service request from the service implementer to the no
requester.
ServiceRequest- Service request Specifies the condition which is behind the need for no
Condition condition the service request, e.g. a specific situation or situation

record, travel times status, specific road data or external

conditions.

C.4.1.2 Associations of "Classes” package

76

© ISO 2019 - All rights reserved


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

2019(E)

ISO/TS 19468

uonipuo)
-1sanbayaoialeg UOIIPpU0d 189Nnbal 9314195 | UOTATpUO)ISanbagadiaIas
Ja1j1auap] ‘s1oyuawadwl
-[BUOIIBUISIU] JO1J13USPI [EUOIIBULISIUI JO ISI[ Y3 SIIJIIUSPI 3] Jojuowo[duro21A IS Joyuswa[dui[ao1AIaSs
Ialyuap] “193senbau
-[BUOIIBUIIU] JO1J13USPI [EUOIIBULIIUT 9] SOIJI3UIPT 3] J91sanba. 901418¢ I93sanbapjeoiatas 1sanbayeoialag
Ialyuap] "Joeqpasj Jeysenbau
-[BUOIIBUIIU] JO1J13USPI [EUOIIBULIIUT 9] SOIJI3UIPI 3] Jojuawadwi 9014195 Joyuowa(dui[ao1alas JorqpPe9,{91AIaS
1senbayaoialag 1senbau ao1a19§ 1senbafyaoialas
D RLL N EERER AR EIN 3oeqpasy 9JIAISS bR EERER VW EN UOIIBULIOJU[S]D)
AEA LA uonuyaq uoneudisaq pud uonedPSsy Juwieu sse[)

ageypoed ,sasse[), ay) Jo SUONIBIDOSSY — Z') d[qeL

77

© IS0 2019 - All rights reserved


https://standardsiso.com/api/?name=e676161ac639007167da63ce1c6a8839

ISO/TS 19468:2019(E)

C.4.1.3 "Classes" package attributes
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C.4.2 "Classes" package for “ExchangeInformation”

MessageContainer/Exchangelnformation/Classes

C.4.2.1 "Classes" package classes

Table C.4 — Classes of the "Classes" package

ISO/TS 19468:2019(E)

Class name Designation Definition Abstract
Exchangelnforma- |Exchange informa- [Exchange information no
tign tion
Dynamiclnforma- |Dynamicinforma- |Dynamic exchange information. no
tign tion
ExchangeContext |Exchange context |Exchange context. no
SepsionInformation |Session information |Session information no
C.4.2.2 Associations of "Classes" package
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C.4.2.3 "Classes" package attributes
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C4.3

MessageContainer/InformationManagement/Classes

"Classes" package for “InformationManagement”

ISO/TS 19468:2019(E)

C.4.3.1 "Classes" package classes
Table C.7 — Classes of the "Classes" package
Class name Designation Definition Abstract
InformationMan- Information man- |Information management hook data no
agement agement
ElementReference |Elementreference |Element reference. no
InformationMan- Information man- |Managed resource list. no
agedResourceList |aged
resource list
C.4.3.2 Associations of "Classes" package
85
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C.4.3.3 "Classes" package attributes

ISO/TS 19468:2019(E)
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C.4.4 "MessageContainer" package

MessageContainer

C4.4.1 "MessageContainer" package classes
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C.4.4.2 Associations of "MessageContainer"” package
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C.4.4.3 "MessageContainer" package attributes

There are no defined attributes in the "MessageContainer" package.

C.4.5 External references

These classes are not part of the exchange packages as such but are generally provided th
payload content.

Table C.12 — External references

:2019(E)

rough the

Class name Designation Definition

Internationalldentifier | International identifier

PayloadPublication Payload publication

Palyload Payload

C.5 Data Dictionary of data types for "ExchangeDataModel"

C.5.1 Overview

There are no specific data types defined in the "ExchangeDataNodel". However, different attr
us¢d and are on generic data types which are in principle défined in the content packages. ]
mdp to intrinsic datatypes of PSM.

C.5.2 The data type "DateTime"

A ¢ombination of integer-valued year, month, day, hour, minute properties, a decimal-valu
property and a time zone property from whicl4t is possible to determine the local time, the ¢
UT|C time and the time zone offset from UTC.

C.5.3 The data type "MultilingualString"

A multilingual string, whereby the same text may be expressed in more than one language.
type is not implemented as suchiin the targeted PSM it may mapped to a String.

C.5.4 The data type "Reference"

A yjeference to an identifiable managed object where the identifier is unique. It comprises an|
(e.g. GUID) and astring identifying the class of the referenced object.

C.5.5 The-data type "String"

A dharagter string whose value space is the set of finite-length sequences of characters. Every

ibutes are
'hey often

cd second
bquivalent

f the data

identifier

character
hich is an

ha @ cerresponding Universal Character Set code point (as defined in ISO/IEC 10646), wi|

i a
Integesr:

C.5.6 The data type "VersionedReference"

A reference to an identifiable version managed object where the combination of the identifier and

version is unique. It comprises an identifier (e.g. GUID), a version (NonNegativelnteger) an
identifying the class of the referenced object.

C.6 Data Dictionary of enumerations for "ExchangeDataModel"

This clause contains the definitions of all enumerations used in the "ExchangeDataModel".
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C.6.1 The "ExchangeReturnStatusEnum" enumeration

Enumeration that identifies the return status of exchange.

Table C.13 — Values contained in the enumeration "ExchangeStatusEnum”

Enumerated value name Designation Definition
ack Ack Request fulfilled.
closeSessionRequest Close session request Client request to close session.
fail Eai Regtes +fated

e eSS TTaetr

snapshotSynchronisationre-
quest

Snapshot synchronisation request

Client request for snapshot syi=
chronisation.

C.6.2 The "ExchangeStatusEnum" enumeration

Enumeratfion that identifies the status of exchange session.

Table C.14 — Values contained in the enumeration "ExchangeS$tatusEnum”

Enumerated value name Designation Definition

closingSegsion Closing session The-closure of session is under
negotiation for protocol with
session management.

offline Offline No exchange is possible due to
a lack of connectivity.

online Online Exchange connection is regular
with no errors detected.

openingSgssion Opening session Session opening for protocols
with session management.

resuming Resuming Some errors had happened and the
session is resuming for protocol
with session management.

C.6.3 The "ManagementTypeEnum" enumeration

Enumeratfion of status information.

Table C.15 — Values contained in the enumeration "ManagementTypeEnum"

Enumerated valuesname Designation Definition
cancelled Cancelled The information has been can-
celled.
closed Closed The information has been closed

C.6.4 The "PredefinedServiceEnum" enumeration

List of predefined service requests.

Table C.16 — Values contained in the enumeration "PredefinedServiceEnum"

Enumerated value name Designation Definition
broadcastDelivery Broadcast delivery Service delivery broadcast.
other Other Other service.
tmpActivation TMP activation Service TMP activation.
94 © IS0 2019 - All rights reserved
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Table C.16 (continued)

Enumerated value name Designation Definition
vmsMessageProcessing VMS message processing Activation of VMS message pro-
cessing
on information.

C.6.5 The "ServiceActionEnum" enumeration

The current or requested status of TMP activation during request, implementation and termination
ph oL O,

Table C.17 — Values contained in the enumeration "ServiceActionEnum”

Enumerated value name Designation Definition
agreement Agreement Request for\CIS agreemeft.
capcellation Cancellation Request for cancelling thg CIS

agréerient or implementgtion re-
quest before agreement ofr
implementation phase is fompleted.

implementation Implementation The request of CIS implefnentation,
whenever no need of agreement

proposal is needed, or a
previous proposal have heen
agreed.

prpcessing Processing Request to process information
according to Requested $ervice
(e.g. Processing of any infformation
to generate messages to display
on VMS).

statusInformation Status information Request on previously dglivered
service request processing status
information, to be delivered in
feedback.

termination Termination Request to terminate the| CIS acti-
vation once
implemented.

C.6.6 The "ServiceActionStatusEnum" enumeration

Defines values.of service status.

Table C.18 — Values contained in the enumeration "ServiceActionStatusEnum/'

Entimerated value name Designation Definition

1 + ral 1 + T 3 + 1 1
comprant cofpriatt TIe-Servicereguestnasoeen
found compliant to the required
specification for the service.

failed Failed The service request failed during
processing.
notCompliant Not compliant The service request has not been

found compliant to the required
specification for the service.

processing Processing The service request processing
phase is not completed yet.

rejected Rejected The service request has been
rejected by the service provider.
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Table C.18 (continued)

Enumerated value name

Designation

Definition

scheduled Scheduled The service request had been
scheduled for
processing by the service provider.
success Success The service request had been
successfully
processed by the service provider.
timedOut Timed out The service request had not been
fultilled 1n the agreed time.
96
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