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INFORMATION TECHNOLOGY -
SMALL COMPUTER SYSTEM INTERFACE (SCSI) -

Part 414: Architecture model-4 (SAM-4)

FOREWORD

1)

2)

3)

4)

5)

6)

7)

8)

9)

10)

ISO (International Organization for Standardization) and IEC (International Electrotechnical Commission)-fq
the specialized system for worldwide standardization. National bodies that are members of ISO or IEC_particCip|
in the development of International Standards. Their preparation is entrusted to technical committeesyany |
and IEC member body interested in the subject dealt with may participate in this preparatory workInternatio
governmental and non-governmental organizations liaising with ISO and IEC also participate inlthis preparatid

In the field of information technology, ISO and IEC have established a joint technical committee, ISO/IEC JT(
Draft International Standards adopted by the joint technical committee are circulated to fational bodies for voti
Publication as an International Standard requires approval by at least 75 % of the national bodies casting a vq

The formal decisions or agreements of IEC and ISO on technical matters expréss, as nearly as possible,
international consensus of opinion on the relevant subjects since each technical committee has representat
from all interested IEC and ISO member bodies.

IEC, I1SO and ISO/IEC publications have the form of recommendations for international use and are accepted
IEC and ISO member bodies in that sense. While all reasonable, efforts are made to ensure that the techn
content of IEC, ISO and ISO/IEC publications is accurate, IEC or ISO cannot be held responsible for the wa
which they are used or for any misinterpretation by any end.user.

In order to promote international uniformity, IEC and ISO member bodies undertake to apply IEC, ISO and I
IEC publications transparently to the maximum extent possible in their national and regional publications. A
divergence between any ISO/IEC publication and the corresponding national or regional publication should
clearly indicated in the latter.

ISO and IEC provide no marking procedtite to indicate their approval and cannot be rendered responsible for
equipment declared to be in conformity-with an ISO/IEC publication.

All users should ensure that they-have the latest edition of this publication.

No liability shall attach to"1EC or ISO or its directors, employees, servants or agents including individual exp4
and members of their technical committees and IEC or ISO member bodies for any personal injury, propg
damage or other damage of any nature whatsoever, whether direct or indirect, or for costs (including legal fe
and expenses arising out of the publication of, use of, or reliance upon, this ISO/IEC publication or any other If
ISO or ISO/IEC publications.

Attentionds-drawn to the normative references cited in this publication. Use of the referenced publication
indispensable for the correct application of this publication.

Attention is drawn to the possibility that some of the elements of this International Standard may be the subjeg
patent rights. ISO and IEC shall not be held responsible for identifying any or all such patent rights.
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International Standard ISO/IEC 14776-414 was prepared by subcommittee 25: Interconnection of informa-
tion technology equipment, of ISO/IEC joint technical committee 1: Information technology.

The list of all currently available parts of the ISO/IEC 14776 series, under the general title Information
technology — Small computer system interface (SCSI), can be found on the IEC web site.

This International Standard has been approved by vote of the member bodies and the voting results may be
obtained from the address given on the second title page.

This publication has been drafted in accordance with the ISO/IEC Directives, Part 2.
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INTRODUCTION

General

The set of SCSI (Small Computer System Interface) standards consists of this standard and the SCSI
implementation standards (see SCSI Standards family). This standard defines a reference model that
specifies common behaviors for SCSI devices, and an abstract structure that is generic to all SCSI I/O system
implementations.

T set of SCS| standards Qpnr\ifinc the-interfaces functions,.and npnrnfinnc RECessarky to-ensure

interoperability between conforming SCSI implementations. This standard is a functional descriptipn.
Canforming implementations may employ any design technique that does not violate interoperability.

The following concepts are obsolete:

a) support for the SPI-5 SCSI transport protocol (see SAM-2);

b) contingent allegiance (see SAM-2);

c) the TARGET RESET task management function (see SAM-2);
d) basic task management model (see SAM-3);

e) untagged tasks (see SAM-2); and

f) linked command function (see SAM-3).

SCSI standards family

Figure 1 shows the relationship of this standard to the other standards‘and related projects in the SCSI fanily
of tandards as of the publication of this standard.

=h

N
<G Primary command set
_ Device-type specific comman&ets ry .
9] ) ) ) (shared for all device types)
3 (e.g., SES-2, SMC-2, SBC-3) (SPC-4)
= AN
g
27 N
§ <§( ‘\C\)j“ SCSI transport protocols
56 C)\ (e.g., SAS-2, FCP-4)
< *
0
O]
N Interconnects
(e.g., SAS-2, Fibre Channel)

Figure 1 — SCSI standard structure

The SCSI standard structure in figure 1 is intended to show the general applicability of the standards to dne
anpther. kigure 1 is not intended to imply a relationship such as a hierarchy, protocol stack, or systém
arghitecture.

=

The functional areas identified in figure 1 characterize the scope of standards within a group as follows:

SCSI Architecture Model: Defines the SCSI systems model, the functional partitioning of the SCSI standard
set and requirements applicable to all SCSI implementations and implementation standards.

Device-Type Specific Command Sets: Implementation standards that define specific device types including
a device model for each device type. These standards specify the required commands and behaviors that are
specific to a given device type and prescribe the requirements to be followed by a SCSI initiator device when
sending commands to a SCSI target device having the specific device type. The commands and behaviors for
a specific device type may include by reference commands and behaviors that are shared by all SCSI
devices.
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INFORMATION TECHNOLOGY -
SMALL COMPUTER SYSTEM INTERFACE (SCSI) -

Part 414: Architecture model-4 (SAM-4)

1 Scope

This part of ISO/IEC 14776 defines a reference model that specifies common behaviors for SCSI devices and an
abstract structure that is generic to all SCSI I/O system implementations.

Thip standard defines generic requirements that pertain to SCSI implementation standards. It alse.dgfines
imglementation requirements. An implementation requirement specifies behavior in terms of measuraljle or
obgervable parameters that apply to an implementation. Examples of implementation requirements’defined in
thid standard are the status values to be returned upon command completion and the service reSponses [to be
retyrned upon task management function completion.

Geperic requirements are transformed to implementation requirements by an implementation standargl. An
exgmple of a generic requirement is the hard reset behavior specified in 6.3.2.
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2 Normative references

The following referenced documents are indispensable for the application of this document. For dated refer-
ences, only the edition cited applies. For undated references, the latest edition of the referenced document (in-
cluding any amendments) applies.

The provisions of the referenced specifications other than ISO, IEC, ISO and ITU standards, as identified in
this clause, are valid within the context of this International Standard. The reference to such a specification
within this International Standard does not give it any further status within ISO or IEC. In particular, it does not
givle the referenced specification the status of an International Standard.

ISQ/IEC 14776-232, Information technology - Small computer system interface (SCSI) - Part 232:Serial Bus
Protocol 2 (SBP-2)

ANSI INCITS 365-2002, Small computer system interface (SCSI) Remote Direct Memory Access (RDMA)
Protocol (SRP)

ANSI INCITS 441-2008, Automation/Drive Interface - Commands - 2 (ADC-2)

NOTE 1 Copies of ANSI INCITS standards may be obtained through theANSI Customer Service
Department at 212-642-4900 (phone), 212-302-1286 (fax) or via the World Wide\Web at http://www.ansi.org.

T1p/1731-D, Small computer system interface (SCSI) Primary Commands~=4 (SPC-4) (under consideration)
T1P/1799-D, Small computer system interface (SCSI) Block Commands - 3 (SBC-3) (under consideration)

T1/0/1828-D, Fibre Channel Protocol for Small computer system interface (SCSI) - 4 (FCP-4) (undler
cohsideration)

T1DP/1760-D, Serial Attached Small computer system interface (SCSI) - 2 (SAS-2) (under consideration)
T1p/1742-D, Automation/Drive Interface - Transport Protocol - 2 (ADT-2) (under consideration)

NOTE 2 Copies of T10 draft standards may.bé obtained through Global Engineering Documents at
800-854-7179 or via the World Wide Web at http://global.ihs.com.

RHC 3720, Internet Small Computer Systems Interface (iSCSI)

NOTE 3 Copies of IETF standards-may be obtained through the Internet Engineering Task Force (IETF) at
http://www.ietf.org.

ONIG Unified Modeling Language (UML) Specification Version 1.5, March 2003

NOTE 4 For more-information on the UML specification, contact the Object Modeling Group at http://
Wwww.omg.org.

3 Terms,definitions, symbols, abbreviations, and conventions

3. T Terms and definitions
For the purposes of this document, the following terms and definitions apply.
311

ACA command
command with the ACA task attribute (see 3.1.8, and 8.6.5)
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3.1.2
additional sense code

combination of the ADDITIONAL SENSE CODE field and the ADDITIONAL SENSE CODE QUALIFIER field in the sense

data (see 3.1.112 and SPC-3)

313
aggregation

when referring to classes (see 3.1.13), a form of association that defines a whole-part relationship between

the whole (i.e., aggregate) and its parts

3.L4
application client

a ¢lass whose objects are, or an object that is, the source of commands and task management’funct
requests (see 4.6.10)

315
argument
dajum provided as input to or output from a procedure call (see 3.1.83)

3.1.6

aspociation

when referring to classes (see 3.1.13), a relationship between two or more-classes that specifies connectig
among their objects (i.e., a relationship that specifies that objects ofone class are connected to objects
anpther class).

>

31.7

attribute

when referring to classes (see 3.1.13), a named property®f a class that describes the range of values that
class or its objects may hold; when referring to objects\(see 3.1.73), a named property of the object

3.1.8

aufo contingent allegiance

tagk set condition established following the*completion of a command with a CHECK CONDITION sta
when the NACA bit is set to one in the CONTROL byte (see 5.9)

3.1.9

bagkground operation

opgration started by a command'that continues processing after the command is no longer in the task set (s
5.8)

3.1.10
blocked command state
stgte in which a' €ommand is prevented from completing due to an ACA condition (see 8.5.3)

311
blocking boundary
tagk(set boundary denoting a set of conditions that inhibit commands outside the boundary from entering

enabled command Stale (see 6.9)

3.1.12
byte
8-bit construct

3.1.13
class

on

ns
of

he

description of a set of objects that share the same attributes, operations, relationships (e.g., aggregation,
association, generalization, and dependency), and semantics; classes may have attributes and may support

operations
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3.1.14

class diagram

shows a set of classes and their relationships; class diagrams are used to illustrate the static design view of a
system (see 3.6.1.3)

3.1.15

client-server

relationship established between a pair of distributed entities where one (the client) requests the other (the
server) to perform some operation or unit of work on the client's behalf (see 4.4)

3.1.16
client
enlity that requests a service from a server; this standard defines one client, the application client

3.1.17
command
request describing a unit of work to be performed by a device server

3.1.18

command descriptor block

structure used to communicate a command from an application client to a-device server; a CDB may hav
fix¢d length of 6 bytes, 10 bytes, 12 bytes, or 16 bytes, or a variable length.of between 12 bytes and 260 byjes
(sge 5.2 and SPC-4)

D
Q

3.1.19

command identifier
thg portion of an I_T_L_Q nexus (i.e., the Q) that is the numerical identifier of the command (see 3.1.17)
within an I_T_L nexus (see 4.8.2)

3.1.20

command priority
the relative scheduling importance of a cemmand having the SIMPLE task attribute among the set| of
cofjnmands having the SIMPLE task attribute already in the task set (see 8.7)

3.1.21

command standard
S{SI standard that defines the-model, commands, and parameter data for a device type (e.g., SPC-4, SBG
(sge clause 1)

3)

3.1.22
completed command
cojmmand that has, completed with a service response of COMMAND COMPLETE

3.1.23

copfirmation
re{;)onse returned to an application client or device server that signals the completion of a service request

3.1°22

confirmed SCSI transport protocol service

service available at the SCSI transport protocol service interface that includes a confirmation of completion
(see 4.10)

3.1.25

constraint

when referring to classes (see 3.1.13) and objects (see 3.1.73), a mechanism for specifying semantics or
conditions that are maintained as true between entities (e.g., a required condition between associations)
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3.1.26

cu

rrent command

command that has a data transfer SCSI transport protocol service request in progress (see 5.4.3) or is in the
process of sending command status; each SCSI transport protocol standard may define the SCSI transport
protocol specific conditions under which a command is considered a current command

3.1.27

de

ferred error

error generated by a background operation (see SPC-4)

3.{;28
dependency

rel
inf

3.1.29

de

lodical unit that is addressed via some other logical unit(s) in a hierarchical logical.unit structure (see 3.1.4

an

3.1.30

de

thg description of a type of SCSI target device (e.g., a block device or aystream device).

3.1.31

de

clgss whose objects process, or an object that processes,)commands according to the requirements

co

3.1.32

de

request submitted by an application client conveying a command to a device server

3.1.33

de

regponse returned to an applicatien’client by a device server on completion of a command

3.1.34
domain
I/Q system consisting of\a’set of SCSI devices and a service delivery subsystem, where the SCSI devig

int

3.1.35

d

htionship between two elements in which a change to one element (e.g., the server) may affect-or sup
brmation needed by the other element (e.g., the client)

pendent logical unit

J that is at a higher numbered level in the hierarchy than the referenced logical'unit (see 4.6.19.4)

Vvice model

Vvice server

mmand management (see 4.6.20)

Vvice service request

Vice service response

bract with one anather by means of the service delivery subsystem

mant command state

ply

14)

for

€S

stdte in which a command is prevented from entering the enabled command state (see 3.1.36) due to the

presence’ of certain other commands in the task set (see 8.5.4)

3.1.36

en

abled command state

state in which a command may complete at any time (see 8.5.2)

3.1.37

extended logical unit addressing
logical unit addressing method used by special function logical units (e.g., well known logical units) (see
4.7.10)
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3.1.38

faulted I_T nexus

I_T nexus on which a command terminated with a CHECK CONDITION status resulted in the establishment
of an ACA. The faulted I_T nexus condition is cleared when the ACA condition is cleared

3.1.39

faulted task set

task set that contains a faulting command; the faulted task set condition is cleared as soon as the ACA
condition resulting from the CHECK CONDITION status is cleared

3.1.40

faulting command
command that has terminated with a status of CHECK CONDITION that resulted in the establishmént of|an
AdA (see 3.1.8)

3.1.4
field

grgup of one or more contiguous bits, part of a larger structure (e.g., a CDB (see,3.118) or sense data (dee
3.1.112))

3.1.42

es

=
»

-

ms

3.1.48
I_T_L nexus
nexus between a SCSI initiator port, a SCSI target port, and a logical unit (see 4.8)

3.1.49
I_T_L_Q nexus
nexus between a SCSI initiator port, a SCSI target port, a logical unit, and a command (see 4.8)
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3.1.50

I_T_L_Q nexus transaction

information transferred between SCSI ports in a single data structure with defined boundaries (e.g., an infor-
mation unit)

3.1.51
I_T_L_x nexus
eitheran|_T L nexusoran| _T_L Q nexus (see 4.8)

inifiator port name
name (see 3.1.70) of a SCSI initiator poftithat is world wide unique within the SCSI transport protocol of the
S{SI domain of that SCSI initiator port (See 4.6.5); the name may be made available to other SCSI deviceq or
S{SI ports in that SCSI domain in SCSI transport protocol specific ways

3.1.58

ingtance
copcrete manifestationfof-an abstraction to which a set of operations may be applied and which may have a
stgte that stores thec@ffects of the operation (e.g., an object is an instance of a class)

3.1.59

in fransit
information-that has been delivered to a service delivery subsystem for transmission, but not yet arrived at the
intended\recipient

3.1760

implicit head of queue

optional processing model for specified commands wherein a command may be treated as if it had been
received with a HEAD OF QUEUE task attribute (see 8.2)

3.1.61

layer

subdivision of the architecture constituted by SCSI initiator device and SCSI target device elements at the
same level relative to the interconnect
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3.1.62
link
individual connection between two objects in an object diagram representing an instance of an association

3.1.63
logical unit (see 4.6.19)

class whose objects implement, or an object that implements, a device model that manages and processes

commands sent by an application client

3.1.64
logical unit inventory
lis§ of the LUNs reported by a REPORT LUNS command (see SPC-4)

3.1.65

logical unit name

name (see 3.1.70) of a logical unit that is world wide unique within the SCSI transport protocol of a SC
domain in which the SCSI device containing the logical unit has SCSI ports (see 416.4.2); the logical U
name may be made available to other SCSI devices or SCSI ports in SCSI transport protocol specific ways

3.1.66
logical unit number
641bit or 16-bit identifier for a logical unit (see 4.7)

3.1.67

logical unit reset

copdition resulting from a hard reset condition or a logical unit reset event in which the logical unit perfor
thq logical unit reset operations described in 6.3.3, SPC-4 tand the appropriate command standards

3.1.68
logical unit reset event
event that results in a logical unit reset condition\as’described in 6.3.3

3.1.69

multiplicity

when referring to classes (see 3.1.13))"an indication of the range of allowable instances that a class or
attfibute may have

3.1.70
name
laljel of an object that issunique within a specified context and should never change

3.1.71

nekus

relationshipdetween two SCSI devices, and the SCSI initiator port and SCSI target port objects within thg
S{SI devices (see 4.8)

Si
nit

WS

an

3.1.72

non-faulted I_T nexus
I_T nexus that is not a faulted |_T nexus (see 3.1.38)

3.1.73
object

entity with a well-defined boundary and identity that encapsulates state and behavior; all objects are instances

of classes (see 3.1.58)
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3.1.74

object diagram

shows a set of objects and their relationships at a point in time; object diagrams are used to illustrate static
shapshots of instances of the things found in class diagrams (see 3.6.1.4)

3.1.75

operation
service that may be requested from any object of the class in order to effect behavior; operations describe
what a class is allowed to do and may be a request or a query; a request may change the state of the object
buf a query should not

3.1.76
pepr entities
enjities within the same layer (see 3.1.61)

3.1.77
power cycle
power being removed from and later applied to a SCSI device

3.1.78

power loss expected
copdition resulting from a power loss expected event in which the Jogical unit performs the power Igss
expected operations described in 6.3.5, SPC-4, and the appropriate transport protocol and commalnd
stgndards

3.1.79
power loss expected event
event that results in a power loss expected condition (se€”6.3.5)

3.1.80

power on
copdition resulting from a power on event in which the SCSI device performs the power on operatigns
depcribed in 6.3.1, SPC-4, and the appropriate command standards

procedure call
mqdel used by this standard for the interfaces involving both the SAL (see 3.1.94) and STPL (see 3.1.105),
haying{the appearance of a programming language function call (see 3.6.2)

3.1°84
protocol

specification and/or implementation of the requirements governing the content and exchange of information
passed between distributed entities through a service delivery subsystem

3.1.85
queue
arrangement of commands within a task set (see 3.1.129)
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3.1.86
receiver
client or server that is the recipient of a service delivery transaction

3.1.87
reference model
standard model used to specify system requirements in an implementation- independent manner

3.1.88

relative port identifier
idgntifier for a SCSI port that is unique within a SCSI device (see 4.6.5.2)

re-

LS|

SI

€vice name may be made availa
to other SCSI devices or SCSI ports in SCSI transport protocol specific ways

3.1.97
SCSIl event

condition defined by this standard (e.g., logical unit reset) that is detected by SCSI device and that requires

notification of its occurrence within the SCSI device (see clause 6)
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3.1.98
SCSI I/O system
I/O system, consisting of two or more SCSI devices, a SCSI interconnect and a SCSI transport protocol that

col

lectively interact to perform SCSI I/O operations

3.1.99

SCSil initiator device
class whose objects originate, or an object that originates, device service and task management requests to
be processed by a SCSI target device and receives device service and task management responses from

S

3.1
Sq
clg
de

3.1
SQ
cla
to

(s&

3.1
SQ
va
idg

3.1
Sd
clg

prd

3.1
Sq
cla
an
rou

3.1
SQ

prg
tra

3.1
SQ

Sl target devices

.100

Sl initiator port

ss whose objects act, or an object that acts, as the connection between application clients and a serv
ivery subsystem through which requests and confirmations are routed (see 4.6.7)

101

Sl port

ss whose objects connect, or an object that connects, the application client, device server or task mana
A service delivery subsystem through which requests, indications, responsesyand confirmations are rou
e 4.6.5)

NOTE 5 SCSI port is synonymous with port.

102

Sl port identifier

ue by which a SCSI port is referenced within a domainjthe SCSI port identifier is either an initiator p
ntifier (see 3.1.56) or a target port identifier (see 3.1.120)

103

Sl target device

ss whose objects receive, or an object that receives, device service and task management requests
cessing and sends device service and task management responses to SCSI initiator devices (see 4.6.1

104
Sl target port
ss whose objects act, or an_object that acts, as the connection between device servers and task manag

ted (see 4.6.6)
105
Sl transport protocol layer

tocol and services used by a SAL (see 3.1.94) to transport data representing a SCSI application proto|
nsaction

.106

ce

her
ed

IS

H a service delivery subsystem through which requests, indications, responses, and confirmations are

col

SItransport protocol service confirmation

procedure cattfrom the-STPETotifying the SAt thata SCSHransport protocot service Tequest tas compteted

3.1.107
SCSiI transport protocol service indication
procedure call from the STPL notifying the SAL that a SCSI transport protocol transaction has occurred

3.1.108
SCSI transport protocol service request
procedure call to the STPL to begin a SCSI transport protocol service transaction
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3.1.109

SCSI transport protocol service response

procedure call to the STPL containing a reply from the SAL in response to a SCSI transport protocol service
indication

3.1.110

SCSI transport protocol specific
implementation of the referenced item is defined by a SCSI transport protocol standard

3.1.111
se}wder

clignt or server that originates a service delivery transaction

3.1.112

sehse data
dafa returned to an application client in the same |_T_L_Q nexus transaction (see 3.1.50) as a CHECK
CONDITION status (see 5.13); fields in the sense data are referenced by name in this.standard; see SP(-4
forfa complete sense data format definition; sense data may also be retrieved using the REQUEST SENBE
command (see SPC-4)

3.1.113
sepse key
SENSE KEY field in the sense data (see 3.1.112 and SPC-4)

3.1.114
sefver
entity that performs a service on behalf of a client

>

3.1.115
sefvice
any operation or function performed by a SCSI object that is invoked by other SCSI objects

3.1.116

sefvice delivery failure

any non-recoverable error causing the corruption or loss of one or more service delivery transactions while
trapsit

n

3.1.117

sefvice delivery subsystem
class whose objects aré;;or an object that is, part of a SCSI I/O system that transmits service requests tp a
lodical unit or SCSI target device and returns logical unit or SCSI target device responses to a SCSI initigtor
deyice (see 4.6.3)

3.1.118
sefvice delivery transaction
request ar response sent through a service delivery subsystem

3.1°119

standard INQUIRY data

data returned to an application client as a result of an INQUIRY command (see SPC-4) with the EVPD bit set to
zero; fields in the standard INQUIRY data are referenced by name in this standard

3.1.120
target port identifier
value by which a SCSI target port is referenced within a domain (see 4.6.6)
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3.1.121

target port name

name (see 3.1.70) of a SCSI target port that is world wide unique within the SCSI transport protocol of the
SCSI domain of that SCSI target port (see 4.6.5); the name may be made available to other SCSI devices or
SCSI ports in that SCSI domain in SCSI transport protocol specific ways (see 4.6.6)

3.1.122
task
synonymous with command (see 3.1.17 and Annex C)

1.123

tagk attribute
attribute of a command (see 3.1.17) that specifies the processing relationship of a command with.fegard to
othler commands in the task set (see 3.1.129) (see 8.6)

124

k management function
k manager service capable of being requested by an application client to affect the processing of ongl or
re commands (see clause 7)

125

k management request
uest submitted by an application client, invoking a task management function to be processed by a task
nager

126
k management response
ponse returned to an application client by a task manager on completion of a task management request

A27

k manager
ss whose objects control, or an object that controls the sequencing of commands and processes task
nagement functions (see 4.6.21)

128

k router
ss whose objects route, or.an-object that routes commands and task management functions between a
ice delivery subsystem (see’3.1.117) and the appropriate task manager(s) (see 4.6.8)

.1.129

transaction
copperative interaction between two entities, involving the exchange of information or the processing of some
request by one entity on benhalt of the other

3.1.131

unconfirmed SCSI transport protocol service

service available at the SCSI transport protocol service interface that does not result in a completion confir-
mation (see 4.10)
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3.1.132

well known logical unit

class whose objects are each, or an object that is, a logical unit that only performs specific functions; well
known logical units allow an application client to issue requests to receive and manage specific information
relating to a SCSI target device (see 4.6.25)

3.1.133
well known logical unit number
LUN that identifies a well known logical unit (see 4.7.11)

3.2 Acronyms

ACA Auto Contingent Allegiance (see 3.1.8)

ADC-2 Automation/Drive Interface - Commands - 2
ADT-2 Automation/Drive Interface Transport Protocol - 2
CDB Command Descriptor Block (see 3.1.18)

CRN Command Reference Number

FCP-4 SCSI Fibre Channel Protocol - 4

iISCSI Internet SCSI (see RFC 3720, http://www.ietf.org/rfc/rfc3720.1xt)
ISO Organization for International Standards

LUN Logical Unit Number (see 3.1.66)

n/a Not Applicable

RAID Redundant Array of Independent Disks

SAL SCSI application layer (see 3.1.94)

SAS-2 Serial Attached SCSI - 2
SAM-2 SCSI Architecture Model - 2
SAM-3 SCSI Architecture Model - 3
SBC-3 SCSI Block Commands - 3
SBP-3 Serial Bus Protocol - 3

SCSI The architecture defined by the"SCSI family of standards
SPC-4 SCSI Primary Commands -3

SRP SCSI RDMA Protocol

STPL SCSI transport protocoNayer (see 3.1.105)

VPD Vital Product Data (see SPC - 4)

W-LUN Well known logicalunit number (see 3.1.133)

UML Unified Modeling Language

3.8 Keywords

3.31

invalid
keyword-used to describe an illegal or unsupported bit, byte, word, field or code value; receipt by a devjce
sefver‘ef'an invalid bit, byte, word, field or code value shall be reported as error

3.3.2
mandatory
keyword indicating an item that is required to be implemented as defined in this standard

3.3.3

may

keyword that indicates flexibility of choice with no implied preference; may is synonymous with the phrase
"may or may not"
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3.34

may not

keyword that indicates flexibility of choice with no implied preference; may not is synonymous with the phrase
"may or may not"

3.3.5
obsolete
keyword indicating that an item was defined in prior SCSI standards but has been removed from this standard

3.3.6

option, optional
keywords that describe features that are not required to be implemented by this standard; however) if gny
opfional feature defined by this standard is implemented, then it shall be implemented as defined in this
stgndard

3.3.7
prohibited
keyword used to describe a feature, function, or coded value that is defined in a a-non-SCSI standard (i.e|, a
stgndard that is not a member of the SCSI family of standards) to which this_standard makes a normatjve
refrence where the use of said feature, function, or coded value is not allowed for implementations of this
stgndard

3.3.8

reserved
keyword referring to bits, bytes, words, fields, and code values that' are set aside for future standardizatior]; a
regerved bit, byte, word, or field shall be set to zero, or in accordance with a future extension to this standqrd;
regipients are not required to check reserved bits, bytes, werds, or fields for zero values; receipt of reseryed
cofle values in defined fields shall be reported as an error

3.3.9
shpll
keyword indicating a mandatory requirement; designers are required to implement all such mandatpry
requirements to ensure interoperability with other products that conform to this standard

3.3.10

shpuld

keyword indicating flexibility of.choice with a strongly preferred alternative; equivalent to the phrase "i
strpngly recommended"

S

3.3.11
vepdor specific
specification of the referenced item is determined by the SCSI device vendor

3.4 Editorial conventions

ig.

Upper case is used when referring to the name of a numeric value defined in this specification or a formal
attribute possessed by an entity. When necessary for clarity, names of objects, procedure calls, arguments or
discrete states are capitalized or set in bold type. Names of fields are identified using small capital letters
(e.g., NACA bit).

Names of procedure calls are identified by a name in bold type, such as Execute Command (see clause 5).
Names of arguments are denoted by capitalizing each word in the name. For instance, Sense Data is the
name of an argument in the Execute Command procedure call.
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Quantities having a defined numeric value are identified by large capital letters. CHECK CONDITION, for
example, refers to the numeric quantity defined in table 33 (see 5.3.1). Quantities having a discrete but
unspecified value are identified using small capital letters. As an example, COMMAND COMPLETE, indicates a
quantity returned by the Execute Command procedure call (see clause 5). Such quantities are associated
with an event or indication whose observable behavior or value is specific to a given implementation standard.

Lists sequenced by lowercase or uppercase letters show no ordering relationship between the listed items.

EXAMPLE 1 The following list shows no relationship between the colors named:

a) red, specifically on e of the following colors:
A) crimson: or
B) amber;

b) blue; or

c) green.

Ligts sequenced by numbers show an ordering relationship between the listed items.

EXAMPLE 2 The following list shows a relationship between the colors named:

1) top
2) middle; and
3) bottom.

If 4 conflict arises between text, tables, or figures, the order of precedence to resolve the conflicts is text; then
tahjles; and finally figures. Not all tables or figures are fully described’in the text. Tables show data format gnd
values.

Ngtes do not constitute any requirements for implementors and-notes are numbered consecutively throughput
this standard.

3.5 Numeric conventions

A binary number is represented in this_standard by any sequence of digits consisting of only fhe
Western-Arabic numerals 0 and 1 imiediately followed by a lower-case b (e.g., 0101b). Underscores| or
sp@ces may be included in binary number representations to increase readability or delineate field boundarjes
(e.p., 00101 1010b or 0_0101_1010b).

A hexadecimal number is represented in this standard by any sequence of digits consisting of onlydhe

Waestern-Arabic numerals_0 through 9 and/or the upper-case English letters A through F immediately followed
byla lower-case h (e-g.,/FA23h). Underscores or spaces may be included in hexadecimal number
representations toincrease readability or delineate field boundaries (e.g., B FD8C FA23h|or
B_FD8C_FA23h).

A gdecimal number is represented in this standard by any sequence of digits consisting of only fhe
Waestern-Arabic numerals 0 through 9 not immediately followed by a lower-case b or lower-case h (e.g., 25

~

This stafidard uses the following conventions for representing decimal numbers:

a)) the decimal separator (i.e., separating the integer and fractional portions of the number) is a period;
b) the thousands separator (i.e., separating groups of three digits in a portion of the number) is a space;
c) the thousands separator is used in both the integer portion and the fraction portion of a number; and
d) the decimal representation for a year is 1999 not 1 999.

Table 1 shows some examples of decimal numbers using various conventions.
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3.6

3.6

Th
La
Se

Se

3.6

French English This standard
0,6 0.6 0.6
3,141 592 65 | 3.14159265 3.141 592 65
1000 1,000 1000
1323 462,95 | 1,323,462.95 1323 462.95

.6 Notation conventions

.1 UML notation conventions

.1.1 Notation conventions overview

hguage (UML).

.1.2 Constraint and note conventions

e 3.6.1.3 for the conventions used for class diagrams.

e 3.6.1.4 for the conventions used for object diagrams.

s standard uses class diagrams and object diagrams with notation that issbased on the Unified Modellng

Class diagrams and object diagrams may include constraints, which specify requirements, and notes, whjch

are
Ta

informative.

ble 2 shows the notation used for constraints and notes.

Table.2--— Constraint and note notation

Notation Description
{Constraint text} The presence of the curly brackets (i.e. {}) defines a constraint that i§ a
normative requirement. An example of a constraint is shown in figure 3

note text The absence of curly brackets defines a note that is informative. An
example of a note is shown in figure 4.
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3.6.1.3 Class diagram conventions

-29-

Table 4 shows the notation used for classes in class diagrams.

Table 3 — Class diagram notation for classes

Notation Description
Class Name Class Name Class Name A class with no attribiites |or
operations.
Class Name Class Name
Attribute01[1] Attribute01[1] A class\with attributes ahd
Attribute02[1] Attribute02[1] no operations.
Class Name
A class with operations apd
Operation01() no attributes.
Operation02()

Class Name

Operation02()

Attribute01[1] A class with attributes apd
Attribute02[1] operations.

Operation01()

Operation02()

Class(Name

Attribute01[1..%] A class with attributes that
Attribute02[1] have a specified multipligity
Operation01() (see table 4) and operations.
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Table 4 shows the notation used to indicate multiplicity class diagrams.

Table 4 — Multiplicity notation
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Notation | Description
so:c(j;ied The number of instances of an attribute is not specified.
1 One instance of the class or attribute exists.
0..* Zero or more instances of the class or attribute exist.
1.* One or more instances of the class or attribute exist.
0..1 Zero or one instance of the class or attribute exists.
n..m n to m instances of the class or attribute exist (e.g., 2..8).
X, n..m Multiple disjoint instances of the class or attribute exist (e.g\2; 8..15).
@ See figure 2 and figure 3 for examples of multiplicity notation.

Table 5 shows the notation used to denote association (i.e., “knoWws)about”) relationships between classes.

Urlless the two classes in an association relationship alsorhave an aggregation relationship, associat
relptionships have multiplicity notation (see table 4) at eachiend of the relationship line.

Table 5 — Class diagram notation for associations

on

Notation

Description

association_name

Elass A >|I Class B Class A knows about Class B (i.e., read as “Clas$ A
1 * 0.1 association_name Class B”) and Class B knows abput
"\ ’ Class A (i.e., read as “Class B association name Class
A”).
Multiplicity_netation )
T——— Class B knows about Class A (i.e., read as “Clas$ B
Eﬁl\ @I knows about Class A”) but Class A does not krjow
1 0.1 about Class B.
role name Class A knows about Class B (i.e., read as “Clas$ A
Em @ uses the role name attribute of Class B”) but Clas$ B

&

4

does not know about Class A.

A
U..

a
U..1

Note - The use of role names and association names is optional.

See figure 2 for examples of association relationships between classes.
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Class A Class C
Attribute 01[1] AttriljtsesaZ[ﬂ Attribute 01[1]
Attribut'e 02[1] 1 0 Attribute 02[1]
Operation 1()
1+ | association name 1 0.”
0.1 01 0.1 Attribute cc
Class B Class F

Ta
cla
(sq

Figure 2 — Examples of association relationships in class diagrams

Attribute 03[1]

Table 6 — Class diagram notation for aggregations

Class E

Attribute cc[1]

ble 6 shows the notation used to denote aggregation (i.e., “is a part of” or “contains?)relationships betwsq
sses. The aggregation relationship is a specific type of association and always(include multiplicity notat
e table 4) at each end of the relationship line.

1

0.x

exist if the Whole class is removed (i.e., read as “
whole contains the part”).

Notation Description
Whol Part
[IIO . . 2 The, Part class is part of the Whole class and npay
0. 0. continue to exist even if the Whole class is remoyed
k f (i"e, read as “the whole contains the part”).

Multiplicity notation
The Part class is part of the Whole class, shall only
|: Whole |¢ Part belong to one Whole class, and shall not continug to

he

Se

e figure 3 for examples of aggregation relationships between classes.

- \t:VhoIOe”ﬂ Part A 0.* 1 Whole
ttribute - Attribute 01[1]
Attribute-02[1] Attribute A[T] 2 Attribute 02[1]
Operation 1() 7
* / ¢ 0
1. {Constraint between — 1_ _ 1
0..1 associations} 1% 1.*
Part
Part B Part C

Attribute 03[1]

Attribute B[1] | |Attribute C[1]

Figure 3 — Examples of aggregation relationships in class diagrams

Table 7 shows the notation used to denote generalization (i.e., “is a kind of”) relationships between classes.
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Table 7 — Class diagram notation for generalizations

Notation Description

Subclass is a kind of superclass. A subclass shares all

Subclass the attributes and operations of the superclass (i.e., the

subclass inherits from the superclass).

Seg figure 4 for examples of generalization relationships between classes.

Single superclass/single subclass: Multiple superclasses/singleysubclass
(i.e., muliple inhefitance):
Superclass Superclass A Superclass B
Attribute 01[1] Attribute 1A[1] Attribute 1B[1]
Attribute 02[1] Attribute 2A[1] Attribute 2B[1]
Subclass A Subclass B
Attribute 03[1] Attribute 04[1]

Single superclass/multiple subclasses:

Superclass
Attribute 01[1]
Attribute 02[1] There is no significance to
________ generalizations that are
ZT_ —————————— % “'—_______—-‘—-—’ combined or not combined.
Subclass A Subclass B Subclass C
Attribute A[1] Attribute B[1] Attribute C[1]

Figure 4 +— Example of generalization relationships in class diagrams

Table 8 shows the notation used to denote dependency (i.e., “depends on”) relationships between classes,

Table 8 — Class diagram notation for dependency

Notation Description

Class A depends on class B. A change in class B ma
———————————————————— i ° '

cause a change in class A.

See figure 5 for an example of a dependency relationship between classes.
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Dependent-----------------—- Independent

Figure 5 — Example of a dependency relationship in class diagrams

3.6.1.4 Object diagram conventions

Table-9-shews-the-retation-dused-for-ebjects-in-ebject-diagrams:
Table 9 — Object diagram notation for objects
Notation Description
label : Class Name Notation for a named object with-np attributes.
label : Class Name
Attribute01 = x Notation for a named.object with attributes.
Attribute02 =y
- Class Name Notation’for a anonymous object with no attributes.
M Notation for a anonymous object with attributes.
Attribute01 = x
Attribute02 =y
Table 10 shows the notation-used to denote link relationship between objects.
Table 10 — Object diagram notation for link
Notation Description
TOhn An instance of an association between object A and
tA : Object B
[ ObjectA | [SObiectB]| 7 TE I



https://standardsiso.com/api/?name=2c3487a1911c557816e85b7fc44021af

-34 - 14776-414 © ISO/IEC:2009(E)

See figure 6 for examples of a link relationships between objects.

: Class A : Class Aa
Attribute 01 = round Attribute 01 = true
Attribute 02 = red Attribute 02 = 55902
O1:Class a A1 : Class aa B1 : Class bb C1: Class cc
Attribute 03 = soft Attribute aa = rain Attribute cc = USA

Figure 6 — Examples of link relationships for object diagrams
3.6.2 Notation for procedure calls
In this standard, the model for functional interfaces between entities is a procedure\call (see 3.1.83). Su
interfaces are specified using the following notation:
[Result =] Procedure Name (IN ( [input-1] [,input-2] ...), OUT ( [output=1] [,output-2] ... ))
Where:
Result: A single value representing the outcome©f‘the procedure call.

Procedure Name: A descriptive name for the functiontodeled by the procedure call.

Input-1, Input-2, ...: A comma-separated list of names identifying caller-supplied input arguments

Output-1, Output-2, ...: A comma-separated list of names identifying output arguments to be returned
the procedure call.

"[...]": Brackets enclosing optional or conditional arguments.

This notation allows arguments to be specified as inputs and outputs. The following is an example o

pracedure call specification:

Found = Search (IN (Pattern, Item-List), OUT ([Item Found]))
Where:

Found = Flag

Flag, if set to-one, indicates that a matching item was located.
Ingut Arguments:
Pattern = ... /~/*Definition of Pattern argument */
Argument containing the search pattern.
Item List= ltem<NN> /* Definition of Item List as an array of NN Item arguments*/

Contains the items to be searched for a match.

by

O tnit Arauments:
oAU eSS

Item Found = Item ... /* Item located by the search procedure call */

This argument is only returned if the search succeeds.
3.6.3 Notation for state diagrams

All state diagrams use the notation shown in figure 7.
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S0: State 0 S1: State 1
Actions taken on entry to SO Actions taken on entry to S1
— S0:S1

Transition from SO to S1

/

g S1:80 —

T ition f SOStO:fO If\> Transition from S1 to SO
ransition rrom O Itse

Transition labels

Figure 7 — Example state diagram

The state diagram is followed by a list of the state transitions using the transition labels. Each transitior) is
depcribed in the list with particular attention to the conditions that cause“the transition to occur and spegial
copditions related to the transition. Using figure 7 as an example, the transition list reads as follows:

T

Transition S$1:S0: This transition occurs when state S1 is exitéd and state SO is entered.

nsition S0:S1: This transition occurs when state SO is exited and state S1 is entered.

-

Transition S0:S0: This transition occurs when state SO transitions to itself. The reason for a transition frpm
S0 to itself is to specify that the actions taken whenever state SO is entered are repeated every time the
trapsition occurs.

A gystem specified in this manner has the following,properties:

a) time elapses only within discrete states;
b) state transitions are instantaneous; and
c) every time a state is entered,.tbe actions of that state are started. Note that this means tha} a

transition that points back to the'same state restarts the actions from the beginning.
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4 SCSI architecture model

4.1 Introduction

The purpose of the SCSI architecture model is to:

a) provide a basis for the coordination of SCSI standards development that allows each standard to be
placed into perspective within the overall SCSI architecture model:

b) establish a layered model in which standards may be developed;

c) provide a common reference for maintaining consistency among related standards; and

d) provide the foundation for application compatibility across all SCSI interconnect and SCSI transgort
protocol environments by specifying generic requirements that apply uniformly to all implementatfon
standards within each functional area.

The development of this standard is assisted by the use of an abstract model. To specify the external behayior
of a SCSI system, elements in a system are replaced by functionally equivalent components within this model.
Orlly externally observable behavior is retained as the standard of behavior. Thexdescription of interpal
bepavior in this standard is provided only to support the definition of the observable aspects of the model.
Thiose aspects are limited to the generic properties and characteristics needéd for host applications| to
interoperate with SCSI devices in any SCSI interconnect and SCSI transport protocol environment. Tlhe
mqdel does not address other requirements that may be essential to some-l/O system implementations (e|g.,
thg mapping from SCSI device addresses to network addresses, the procedure for discovering SCSI deviges
on|a network, and the definition of network authentication policies for SCSI initiator devices or SCSI target
deyices). These considerations are outside the scope of this standard.

Thie set of SCSI standards specifies the interfaces, functions, and operations necessary to ensdre
interoperability between conforming SCSI implementations. This standard is a functional descriptipn.
Canforming implementations may employ any design techhique that does not violate interoperability.

The SCSI architecture model is described in terms of classes (see 3.1.13), protocol layers, and serv{ce
interfaces between classes. As used in this standard, classes are abstractions, encapsulating a set of relafed
functions (i.e., attributes), operations, data types, and other classes. Certain classes are defined by S¢SI
(elg., an interconnect), while others are-heeded to understand the functioning of SCSI but hgve
implementation definitions outside the scope of SCSI (e.g., a command). These classes exhibit well-defirjed
anfl observable behaviors, but they do not exist as separate physical elements. A class may contain a single
attfibute or be a complex entity that'may:

a) contain multiple attributes; or
b) perform a set of operations or services on behalf of another class.

Service interfaces are defined between distributed classes and protocol layers. The template for a distribufed
sefvice interface is the client-server model described in 4.3. The structure of a SCSI I/O system is specified in
4.9 by defining the relationship among classes. The set of distributed services to be provided are specified in
clquse 5 and clause 7.

Requirements)that apply to each SCSI transport protocol standard are specified in the SCSI transport protocol
sefvice model described in 5.4, 6.4, and 7.12. The model describes required behavior in terms of layefs,
clgsses.within layers and SCSI transport protocol service transactions between layers.

4.2 Compliance Requirements

As shown in figure 8, all SCSI implementation standards shall reflect the generic requirements defined herein.
In addition, an implementation claiming SCSI compliance shall conform to the applicable implementation
requirements defined in this standard and the appropriate SCSI implementation standards. In the event of a
conflict between this standard and other SCSI standards, the requirements of this standard shall apply.
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SCSI Architecture Model - 4 (SAM-4)

Y Y Y

SCSI Implementation SCSI Implementation SCSI Implementation
Standard Standard eer Standard
Key: \ v /
Generic Implementation
Requirements Requirements SCSI
€----- < Implementation
Figure 8 — Requirements precedence

4.3 The SCSI distributed service model

Seyvice interfaces between distributed classes are represented by the client-server model shown in figurg 9.
Dgshed horizontal lines with arrowheads denote a single‘request-response transaction as it appears to the
client and server. The solid lines with arrowheads indicate the actual transaction path through a servjce
delivery subsystem. In such a model, each client ‘or server is a single thread of processing that runs
concurrently with all other clients or servers.

SCSl Initiator SCSI Target
Device Device

Client-Server Transaction

Client Server
_ __ __ ServerRequest 0
< __ ServerResponse >
-1  _ A _ __ ProtocolService g
Interface ‘_
SCSi SCSi
Initiator Target
Port Port

Service Delivery Subsystem

Figure 9 — Client-server model

A client-server transaction is represented as a procedure call with inputs supplied by the caller (i.e., the client).
The procedure call is processed by the server and returns outputs and a procedure call status. A client directs
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requests to a remote server via the SCSI initiator port and service delivery subsystem and receives a
completion response or a failure notification. The request identifies the server and the service to be performed
and includes the input data. The response conveys the output data and request status. A failure notification
indicates that a condition has been detected (e.g., a reset or service delivery failure) that precludes request
completion.

As seen by the client, a request becomes pending when it is passed to the SCSI initiator port for transmission.
The request is complete when the server response is received or when a failure notification is sent. As seen
by the server, the request becomes pending upon receipt and completes when the response is passed to the

SCsl fnrgnf pnrf for return to the client _As a result there may. be a time skew between the sener and client's

pefception of request status and server state.

Client-server relationships are not symmetrical. A client only originates requests for service. A server op
regponds to such requests.

y

Thie client requests an operation provided by a server located in another SCSI devicerand waits for
completion, which includes transmission of the request to and response from the remote(server. From the
clignt's point of view, the behavior of a service requested from another SCSI device is indistinguishable from a
request processed in the same SCSI device. In this model, confirmation of successful request or respornse
delivery by the sender is not required. The model assumes that delivery failures are detected by the S¢SI
inifiator port or within a service delivery subsystem.

4.4 The SCSI client-server model

4.4.1 SCSI client-server model overview

As|shown in figure 10, each SCSI target device provides services performed by device servers and tgsk
mgnagement functions performed by task managers..Allogical unit is a class that implements one of the
deyice functional models described in the SCSI command standards and processes commands (e.g., read|ng
from or writing to the media). Each command defines a unit of work to be performed by the logical unit that
mgy be externally referenced and controlled through requests issued to the task manager.

Q Logical
Unit

icati Device Service Request
Apglllicéittlon = — - — S g Device

Device Service Response Server

Task Management Request RN
—--— - - gement et - Task i
|/ E_sk Management Response || Manager| | [°

./ [
SCSI SCSI
Initiator Device Target Device

Figure 10 — SCSI client-server model

All requests originate from application clients residing within a SCSI initiator device. An application client is
independent of the interconnect and SCSI transport protocol (e.g., an application client may correspond to the
device driver and any other code within the operating system that is capable of managing I/O requests without
requiring knowledge of the interconnect or SCSI transport protocol).

As described in 4.3, each request takes the form of a procedure call with arguments and a status to be
returned. An application client may request processing of a command or a task management function through
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a request directed to the device server within a logical unit. Device service requests are used to request the
processing of commands (see clause 5) and task manager requests are used to request the processing of
task management functions (see clause 7).

4.4.2 Synchronizing client and server states

One way a client is informed of changes in server state is through the arrival of server responses. Such state
changes occur after the server has sent the associated response and possibly before the response has been
received by the SCSI initiator device (e.g., the SCSI target device changes state upon processing the Send
Cdmmand Complete procedure call (see 5.4.2), but the application client is not informed of the state charlge
until the Command Complete Received SCSI transport protocol service confirmation arrives).

SdSI transport protocols may require the SCSI target device to verify that the response has beenhlreceijed
wifhout error before completing a state change. State changes controlled in this manner are*said to |be
synchronized. Since synchronized state changes are not assumed or required by the SCSI architectlire
mqdel, there may be a time lag between the occurrence of a state change within the SCSk{arget device gnd
thg SCSI initiator device’s awareness of that change.

This standard assumes that state synchronization, if required by a SCSI trangport protocol standard| is
enforced by a service delivery subsystem transparently to the server (i.e., whenever the server invoke$ a
S(SI transport protocol service to return a response as described in 7.12 and 5471t is assumed that the SCSI
poft for such a SCSI transport protocol does not return control to the server until the response has bden
delivered without error to the SCSI initiator device).

4.4.3 Request/Response ordering

Regquest or response transactions are said to be in order if, relative to a given pair of sending and receiving
S{SI ports, transactions are delivered in the order they were_sent.

A sender may require control over the order in which its\srequests or responses are presented to the receiyer
(e.p., the sequence in which requests are received is, often important whenever a SCSI initiator device issyes
a geries of commands with the ORDERED task attribute to a logical unit as described in clause 8). In this cape,
thg order in which these commands are completed, and hence the final state of the logical unit, may depgnd
on|the order in which these commands are received. The SCSI initiator device may develop knowledge abput
the state of commands and task management functions and may take action based on the nature gnd
sefjuence of SCSI target device responses (e.g., a SCSI initiator device should be aware that further
regponses are possible from an aborted command because the command completion response may |be
delivered out of order with respectto the abort response).

The manner in which ordering eonstraints are established is vendor specific. An implementation may deleggate
thip responsibility to the-application client (e.g., the device driver). In-order delivery may be an intrinsic
property of a service @elivery subsystem or a requirement established by the SCSI transport protofol

el.
ask
ng
ical

responses to be a property of a serwce delivery subsystem. This assumption does not constitute a
requirement. The SCSI architecture model makes no assumption about and places no requirement on the
ordering of requests or responses for different |_T nexuses.

4.5 The SCSI structural model

The SCSI structural model represents a view of the classes in a SCSI I/O system as seen by the application
clients interacting with the system. As shown in figure 11, the fundamental class is the SCSI Domain class that
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represents an 1/O system. A SCSI domain is made up of SCSI devices and a service delivery subsystem that
transports commands, data, task management functions, and related information. A SCSI device contains
clients or servers or both and the infrastructure to support them.

N I/O System B

\

L
N

|
|
|
!
L

Service Delivery Subsystem

SCSI Device SCSI Device SCSI Device SCSI Device
I @ _ _ _ __

Figure 11 — SCSI I/O system and domain model
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4.6 SCSI classes

4.6.1 SCSI classes overview

Figure 12 shows the main functional classes of the SCSI domain. This standard defines these classes in
greater detail.

SGSiDemain
1 T 1.*
1 1.%
Service Delivery Subsystem SCSI Device
1 T 1 1 T
0..1 1 * 0..1
SCSI Target Device SCSI Port SCSI Initiator Device

¢ ¢ ¢
1 1 1 1 1 1
L evel 1 Hierarchical Logical Unit

9
1.* 1.* 0 0..1 1.* 1.*

1

Logical Unit . SCSkTarget Port SCSiI Initiator Port Application Client
1.*
¢ ¢
1 1 routes to 1 1. 1.7
routes to

1

Task Router

1.*

Device Server

Task Manager

1
Figure 12 — SCSI Domain class diagram overview
4.6.2 SCSI Domain class

The SCSI Domain class (see figure 13) contains the:

a) Service Delivery Subsystem class (see 4.6.3); and
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b) SCSI Device class (see 4.6.4).

SCSI Domain

A8

1.7
SCSI Device
1 1
1.
Service Delivery Subsystem transports information between SCSI Port

1 2.7

Figure 13 — SCSI Domain class diagram

Each instance of a SCSI Domain class shall contain the following“objects:

a) one service delivery subsystem;
b) one or more SCSI devices; and
c) one or more SCSI ports.

Seg figure 14 for the instantiation of the minimum sét*of objects that make up a valid SCSI domain.

\(}‘ : SCSI Domain

A : SCSI Device,_ B : SCSI Device
A1S : SCSI Port - Service Delivery Subsystem B1S : SCSI Port

Figure 14 — SCSI domain object diagram

The boundaries of a SCSI domain are established by the system implementor, within the constraints gf a
specific SCSI transport protocol and associated interconnect standards.

4.6.3 Service Delivery Subsystem class

The Service Delivery Subsystem class (see figure 13) connects all the SCSI ports (see 3.1.101) in the SCSI
domain, providing a mechanism through which application clients communicate with device servers and task
managers.

A service delivery subsystem is composed of one or more interconnects that appear to a client or server as a
single path for the transfer of requests and responses between SCSI devices.
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A service delivery subsystem is assumed to provide error-free transmission of requests and responses
between client and server. Although a device driver in a SCSI implementation may perform these transfers
through several interactions with its STPL, the SCSI architecture model portrays each operation, from the
viewpoint of the application client, as occurring in one discrete step. The request or response is:

a) considered sent by the sender when the sender passes it to the SCSI port for transmission;

b) in transit until delivered; and

c) considered received by the receiver when it has been forwarded to the receiver via the destination
SCSI device's SCSI port.

4.6.4 SCSI Device class
4.6.4.1 SCSI Device class overview

The SCSI Device class (see figure 15) contains the:

a) SCSI Port class (see 4.6.5); and
b) SCSI Initiator Device class (see 4.6.9), the SCSI Target Device class (see 4.6.14), or both.

SCSI Device
SCSI Device Name[0..*]

1.7 0..1 AN / 0..1

SCSI Port SCSiI Initiator Device \ / SCSI Target Device

{Each instance of a SCSI Device
class shall contain one SCSI
target device, one SCSI

initatior device, or both}

Figure 15 — SCSI Device class diagram

Each instance of a SCSl-Device class shall contain:

a) one or more) SCSI ports; and
b) one SCSItarget device, one SCSI initiator device, or both.

4.6.4.2 SCSI Device Name attribute

The(SCSI Device Name attribute contains a name (see 3.1.70) for a SCSI device that is world wide unidque
within tThe SCTST transport protocol of each SCST domain in which the SCST device has SCSI ports. For each
supported SCSI transport protocol, a SCSI device shall have no more than one (i.e., zero or one) SCSI
Device Name attribute that is not in the SCSI name string format (see SPC-4). A SCSI device shall have no
more than one (i.e., zero or one) SCSI Device Name attribute in the SCSI name string format regardless of
the number of SCSI transport protocols supported by the SCSI device. If a SCSI device has a SCSI Device
Name attribute in the SCSI name string format then the SCSI device should have only one SCSI Device
Name attribute. A SCSI device name shall never change and may be used for persistent identification of a
SCSI device in contexts where specific references to port names or port identifiers is not required.

A SCSiI transport protocol standard may require that a SCSI device include a SCSI Device Name attribute if
the SCSI device has SCSI ports in a SCSI domain of that SCSI transport protocol. The SCSI Device Name
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transport protocol specific ways.

The SCSI device name for a SCSI target device may be reported in a target device name designation
descriptor in the Device Identification VPD page (see SPC-4). The SCSI device name for a SCSI initiator

device is reported by methods outside the scope of this standard.

4.6.5 SCSI Port class

4.6

Th

.5.1-SCS| Port class-overview

14776-414 © ISO/IEC:2009(E)

e SCSI Port class (see figure 16) contains the:

a) SCSI Target Port class (see 4.6.6);
b) SCSI Initiator Port class (see 4.6.7.1); or
c) both.

SCSI Port
Relative Port Identifier[0..1]

¢ ]

N 1 1

{Each instance of a SCSI Port
class shall contain one SCS]
target port, one SCSI

initatior port, or both}

0..1

0..1

SCSI Target Port

SCSiI Initiator Port

Target Port Identifier[1]
Target Port Name[0..1]

Initiator Port Identifier[1]
Initiator Port Name[0..1]

Send Data-In()
Receive Data-Out()

Send SCSI Command()
Send Task Management Request()

Terminate Data Transfer()
Send Command Complete()
Task Management Function Executed()

1
1

Task Router

Route commands()
Route task management functions()

Ea

Figure 16 — SCSI Port class diagram

ch instance of a SCSI Port class shall contain:

a) one SCSI target port that shall contain:
A) one task router;

b) one SCSl initiator port; or

c) both.
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4.6.5.2 Relative Port Identifier attribute

The Relative Port Identifier attribute identifies a SCSI target port or a SCSI initiator port relative to other SCSI
ports in a SCSI target device and any SCSI initiator devices contained within that SCSI target device. A SCSI
target device may assign relative port identifiers to its SCSI target ports and any SCSI initiator ports. If relative
port identifiers are assigned, the SCSI target device shall assign each of its SCSI target ports and any SCSI
initiator ports a unique relative port identifier from 1 to 65 535. SCSI target ports and SCSI initiator ports share
the same number space.

Th

po

Th
no

Device ldentification \/\PD page (enn QD(‘-A) and the SCSI| Ports \VPD. page (an QD(‘-A) rnpnrf relat
t identifiers.

e relative port identifiers are not required to be contiguous. The relative port identifier for a SCSkport sh
change once assigned unless physical reconfiguration of the SCSI target device occurs.

4.6.6 SCSI Target Port class

4.6.6.1 SCSI Target Port class overview

Th
Th
Th

e SCSI Target Port class (see figure 16) contains the Task Router class (see 4.6.8).
e SCSI Target Port class connects SCSI target devices to a service delivery,'subsystem.
e SCSI Target Port class processes the:

a) Send Data-in operation (see 5.4.3.2.1) to send data to the service delivery subsystem;
b) Receive Data-out operation (see 5.4.3.3.1) to receive datafrom the service delivery subsystem;
) Terminate Data Transfer operation (see 5.4.3.4) to terminate data transfers;
) Send Command Complete operation (see 5.4.2.4) taxtransmit a command complete indication to
service delivery subsystem; and
e) Task Management Function Executed operation\(see 7.12.4) to transmit a task management funct
executed indication to the service delivery subsystem.

c
d

4.6.6.2 Target Port Identifier attribute

Th
tar|

et port identifier is a value by whichha'SCSI target port is referenced within a domain.

Thie target port identifier may be'reported in a target port name designation descriptor in the Dev
Idgntification VPD page (see SPC+4). If a SCSI target port has a target port identifier and a target port na

se

b SPC-4 to determine whijch-is reported.

4.6.6.3 Target Port Name-attribute

A
un

Target Port Name)attribute contains an optional name (see 3.1.70) of a SCSI target port that is world w
que within the{SCSI transport protocol of the SCSI domain of that SCSI target port. A SCSI target port shall

haje at mostyone name. A SCSI target port name shall never change and may be used for persist
idgntification of a SCSI target port.

A $CSMransport protocol standard may require that a SCSI target port include a SCSI target port name if
SdSktarget port is in a SCS| domain of that SCSI transpart protocal The SCSI target port name may

ve

all

he

on

e Target Port Identifier attribute contains-a target port identifier (see 3.1.120) for a SCSI target port. The

ce
ne

de

bnt

he

be

made available to other SCSI devices or SCSI ports in the given SCSI domain in SCSI transport protocol
specific ways.

The target port name may be reported in a target port name designation descriptor in the Device Identification
VPD page (see SPC-4). If a SCSI target port has a target port identifier and a target port name see SPC-4 to
determine which is reported.
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4.6.7 SCSI Initiator Port class

4.6.7.1 SCSI Initiator Port class overview

The SCSI Initiator Port class (see figure 16) connects SCSI initiator devices to a service delivery subsystem.

The SCSI Initiator Port class processes the:

a) Send SCSI Command operation (see 5.4.2.2) to send a command to the service delivery subsystem;

and

4.6

Th
p

Th

o

4.6

Al
un
sh
idg
A
thd
be

sp
Th

4.6

Th

Th

b) Send lask Management Request operation (see /.12.2) to send a task management request {o
service delivery subsystem.

.7.2 Initiator Port Identifier attribute

t identifier is a value by which a SCSI initiator port is referenced within a domain.

b initiator port identifier is reported by methods outside the scope of this standard.
.7.3 Initiator Port Name attribute

hitiator Port Name attribute contains an optional name (see 3.1.70) of a&SCSlI initiator port that is world w
que within the SCSI transport protocol of the SCSI domain of that SCSI initiator port. A SCSI initiator g
bll have at most one name. A SCSI initiator port name shall never change and may be used for persist
ntification of a SCSI initiator port.

BbCSI transport protocol standard may require that a SCSl.initiator port include a SCSI initiator port nam
SCSl initiator port is in a SCSI domain of that SCSI transport protocol. The SCSI initiator port name n
made available to other SCSI devices or SCSI ports in the given SCSI domain in SCSI transport proto
beific ways.

e initiator port name is reported by methods outside the scope of this standard.
.8 Task Router class

e Task Router class (see figure 16)+outes:

a) commands between a task.manager and a service delivery subsystem by processing the Ro
Command operation; and

b) task management functions between a task manager and a service delivery subsystem by process
the Route Task Management Functions operation.

b task router routes\commands and task management functions as follows:

a) commands addressed to a valid logical unit are routed to the task manager in the specified logi
unit;

b) commands addressed to an incorrect logical unit are handled as described in 5.11;

c) task-management functions with |_T_L nexus scope (e.g., ABORT TASK SET, CLEAR TASK S
CLEAR ACA, LOGICAL UNIT RESET, QUERY TASK SET, and QUERY ASYNCHRONOUS EVEN

he

e Initiator Port Identifier attribute contains the initiator port identifier for a SCSI initiator;port. The initigtor

de
ort
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b if

ay
col
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ng
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ET,
IT)

orl_T_L_Q nexus scope (e.g., ABORT TASK and QUERY TASK) addressed to a valid logical unit gre

routed 10 the task manager In the speciiied logical unit;

d) task management functions with an |_T nexus scope (e.g., |_ T NEXUS RESET) are routed to the task

manager in each logical unit about which the task router knows; and
e) task management functions with |_T_L nexus scope or |_T L _Q nexus scope addressed to
incorrect logical unit are handled as described in 7.12.

an

In some transport protocols, the task router may check for overlapped command identifiers on commands
(see 5.10).
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4.6.9 SCSI Initiator Device class

A SCSI Initiator Device class (see figure 17) is a SCSI Device class that contains the Application Client class
(see 4.6.10).

SCSiI Initiator Device

1
1.7

Application Client

Command Complete Received()
Received Task Managment Function Executed()

1 1
1 Puts application client commands into 0.
Vi
Application Client Task Set Application Client Task Management Function

Function Identifier[1]
Nexus[1]

1 Service‘Response[1]
Additional Response Information[0..1]

0.”

Application Client Command
|_T_L_Q Nexus[1]
CDBI[1]

Task Attribute[1]

Status[1]

Service Response[1]
Data-In Buffer[0..1]
Data-In Buffer Size[0..1]
Data-Out Buffer[0..1]
Data-Out Buffer Size[0..1]
CRNJO0..1]

Command Priority[0..1]
First Burst Enabled[0..1]
Sense Data[0..1]

Sense Data Length[0..1]
Status.Qualifier[0..1]

Figure 17 — SCSiI Initiator Device class diagram

Each instance of a SCSI Initiator Device class shall contain the following objects:

a) one or more application clients that contain:
A) zero or more application client task management functions; and
B) one application client task set.

4.6.10 Application Client class

An Application Client class (see figure 17) contains the:

a) Application Client Task Management Function class (see 4.6.11); and
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b) Application Client Task Set class (see 4.6.12).

The Application Client class processes the:

a) Command Complete Received operation (see 5.4.2.5) to determine when a requested command has

completed; and

b) Received Task Management Function Executed operation (see 7.12.5) to determine when a

requested task management function has completed.

The Application Client class originates a command by issuing a Send SCSI Command request (see 5.4.2.2).

ent
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||ing the Send SCSI| Command rnqnncf causes the |nitiator Port class to create an Applinnfinn Cli

mmand object that is placed into the application client task set. The Application Client Command_ébj
hains in the application client task set until the application client determines when a command that-it h
jinated completes using the command lifetime (see 5.5), including the processing of a Command Compl
ceived operation.

e Application Client class originates a task management request by issuing a Send Task Managem
uest (see 7.12.2). An Application Client class determines when a task management\request that it h

cessing of a Received Task Management Function Executed operation.
b application client may request processing of a task management function for’

a) alogical unit through a request directed to the task manager within. the logical unit; or
b) all logical units known by a task router through a request directed-to the task router within the tar
port.

e interactions between the task manager or a task router, and¢application client when a task managem
uest is processed are shown in 7.13.

.11 Application Client Task Management Function class
.11.1 Application Client Task Management Function class overview

e Application Client Task Management Function class (see figure 17) represents a SCSI task managem
ction (see clause 7).

.11.2 Function Identifier attribute

e Function Identifier attribute cantains a function identifier (see 7.12).

.11.3 Nexus attribute

e Nexus attribute centains the nexus affected by the task management function (see 4.8).
.11.4 Service Response attribute

 Service Response attribute contains the service response (see clause 7).

.11.5 Additional Response Information attribute

bct
as
bte

bnt
as

ginated completes using the task management function lifetime information (s€e 7.11), including the

The Additional Response Information attribute, if any, contains any additional response information for the
task management function (see clause 7).

4.6.12 Application Client Task Set class

The Application Client Task Set class (see figure 17) contains the Application Client Command class (see
4.6.13).

Each instance of an Application Client Task Set class shall contain the zero or more application client
commands object.
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The interactions among the application client commands in an application client task set are not specified in
this standard.

4.6.13 Application Client Command class

4.6.13.1 Application Client Command class overview

The Application Client Command class (see figure 17) represents a request to a logical unit to do work (see
clause 5). A new command causes the creation of an application client command. The application client

co
tag

4.6
Th
4.6

Th
(sq

4.6

Th
att

4.6
Th
4.6
Th

4.6

mmand persists until a command complete response Is received or until the command Is completed-b
k management function or exception condition. For an example of the processing for a command s€e 5

.13.21_T_L_Q Nexus attribute

e | T L Q Nexus attribute contains the |_T_L_Q nexus (see 4.8) of the command (see 5.4.2.2).

.13.3 CDB attribute

e CDB attribute contains a CDB (see 5.2 and SPC-4) that defines the work to be-performed by a logical |

e 5.4.2.2).
.13.4 Task Attribute attribute

e Task Attribute attribute (see 8.6) contains the task attribute (€.g., SIMPLE task attribute, ORDERED {4
ribute, HEAD OF QUEUE task attribute, ACA task attribute) of a cgmmand (see 5.4.2.2).

.13.5 Status attribute

b Status attribute contains the status (see 5.3) of the . completed command (see 5.4.2.5)

.13.6 Service Response attribute

e Service Response attribute contains the 'service response for the completed command (see 5.4.2.5).

.13.7 Data-In Buffer attribute

Th

prgcedure call (see 5.4.2.5);

4.6.13.8 Data-In Buffer:Size attribute

/ a
7.

nit

sk

Data-In Buffer attribute ,ifiany, contains the Data-In Buffer argument from an Execute Commgnd

Thie Data-In Buffer)Size attribute, if any, contains the Data-In Buffer Size argument from an Execlite
Cdmmand procedure call (see 5.4.2.2).

4.6.13.9 Data-Out Buffer attribute

The(bata-Out Buffer attribute, if any, contains the Data-Out Buffer argument from an Execute Comma3

procedure call (see 35.4.2.2).

4.6.13.10 Data-Out Buffer size attribute

The Data-Out Buffer Size attribute, if any, contains the Data-Out Buffer Size argument from an Execute
Command procedure call (see 5.4.2.2).

4.6.13.11 CRN attribute

The CRN attribute, if any, contains the CRN of the command (see 5.4.2.2).
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4.6.13.12 Command Priority attribute

Th

e Command Priority attribute, if any, contains the priority (see 8.7) of the command (see 5.4.2.2).

4.6.13.13 First Burst Enabled attribute

Th

e First Burst Enabled attribute, if any, specifies that first burst for the command is enabled (see 5.4.2.2).

4.6.13.14 Sense Data attribute

Th

4.6

Th
co

4.6

Th
5.3

4.6

Th
Lo

e Sense Data attribute, if any, contains the sense data (see 5.13) for the completed command (see 54,2

.13.15 Sense Data Length attribute

mmand (see 5.4.2.5).

.13.16 Status Qualifier attribute

.2 and 5.4.2.5).
.14 SCSI Target Device class

e SCSI Target Device class (see figure 18) is a SCSI Deviceyelass that contains the Level 1 Hierarchi
pical Unit class (see 4.6.15).

SCSI Target Device

1
1

Level 1 Hierarchical Logical Unit

1 1
5. {Each instance of a Level 1
- - Hierarchical Logical Unit
EogicaliTit "7 class shall contain at least
_ _4{one logical unit or at least
,,,,, one well know logical unit}
,,,, 0..x

5).

e Sense Data Length attribute, if any, contains the length of the sense data (see 5.13)for the complefed

e Status Qualifier attribute, if any, contains additional status information for thé completed command (gee

cal

Well Known Logical Unit|

Figure 18 — SCSI Target Device class diagram

Each instance of the SCSI Target Device class shall contain one level 1 hierarchical logical unit object that
contains the following objects:

a) atleast one logical unit or well known logical unit;
b) zero or more logical units; and
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c) zero or more well known logical units.

4.6.15 Level 1 Hierarchical Logical Unit class

The Level 1 Hierarchical Logical Unit class (see figure 18 and figure 19) contains the:

a) Logical Unit class (see 4.6.19);

b) Well Known Logical Unit class (see 4.6.25); and
c) Level 2 Hierarchical Logical Unit class (see 4.6.16).

Level 1 Hierarchical Logical Unit

1
1 0..* 1

Level 2 Hierarchical Logical Unit

0.1 0.* | 0.1

Level 3 Hierarchical Logical Unit

Level 4 Hierarchical Logical Unit

o]

{Each instance of a Level 1 Hierarchical Logical Unit class, Level 2
Hierarchical Logical Unit class, Level 3 Hierarchical Logical Unit
class, and Level 4 Hierarchical Logical Unit class shall contain at
least one logical unit or at least one well know logical unit}

Logical Unit

Well Known Logical Unit

Figure 19 — Level 1 Hierarchical Logical Unit class
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ch instance of a Level 1 Hierarchical Logical Unit class shall contain the following objects:

a) atleast one logical unit or well known logical unit;
b) zero or more logical units;

a) zero or more well known logical units;

b) zero or more level 2 hierarchical logical units;

c) zero or more level 3 hierarchical logical units; or
d) zero or more level 4 hierarchical logical units.

Logical units and well known logical units at each level in the hierarchical logical unit structure are referenced

by

All
en

by
Wi
de

one of the following address methods:

a) peripheral device address method (see 4.7.7);

b) flat space addressing method (see 4.7.8);

c) logical unit address method (see 4.7.9); or

d) extended logical unit addressing method (see 4.7.10).

peripheral device addresses, except LUN 0 (see 4.7.4), default to vendor specific values. All addressa
ities, except well known logical units (see 4.6.25), may default to vendor specific values or may be defin
an application client (e.g., by the use of SCC-2 configuration commands).

thin the hierarchical logical unit structure there may be SCSI devices each gf/which contain a SCSI tar
vice that:

a) has multiple logical units that are accessible through SCSI target'perts in one SCSI domain; and

device and its associated SCSI initiator ports.

When using the peripheral device addressing method or the logical unit address method the SCSI doma

ac
att
us

cessed by these SCSI initiator ports are referred to as buses. A SCSI target device that has SCSI devig
ached to these buses shall assign numbers, other than‘zero, to those buses. The bus numbers shall
bd as components of the LUNSs to the logical units attached to those buses, as described in 4.7.7 and 4.7

When using the peripheral device addressing method or the logical unit address method SCSI devices sh

as
an

4.6

Th

Th
hig
All
D¢

4.6

5ign a bus number of zero to all the logical units within the SCSI target device that are not connected
bther SCSI domain.

.16 Level 2 Hierarchical Logical Unit class

b Level 2 Hierarchical Logical Unit class (see figure 19) contains the:

a) Logical Unit class;
b) Well Known Logical\Unit class; and
c) Level 3 Hierarchical Logical Unit class (see 4.6.17).

e Level 2 Hierarchical Logical Unit class is a Hierarchical Logical Unit class placed at level 2 within
rarchical logical unit structure.

logical units~and well known logical units contained within level 2 hierarchical logical unit shall hav
pendent\logical Unit attribute (see 4.6.19.4).

.17 Level 3 Hierarchical Logical Unit class

ble
ed

pet

b) transfer SCSI operations to a SCSI target device in another(SCSI domain through a SCSI initigtor

INs

es
be
.9.

all
to

he

e a

The Level 3 Hierarchical Logical Unit class (see figure 19) contains the:

a) Logical Unit class;
b) Well Known Logical Unit class; and
c) Level 4 Hierarchical Logical Unit class (see 4.6.18).

The Level 3 Hierarchical Logical Unit class is a Hierarchical Logical Unit class placed at level 3 within the
hierarchical logical unit structure.

All logical units and well known logical units contained within level 3 hierarchical logical unit shall have a
Dependent Logical Unit attribute (see 4.6.19.4).
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4.6.18 Level 4 Hierarchical Logical Unit class

The Level 4 Hierarchical Logical Unit class (see figure 19) contains the:

a) Logical Unit class; and
b) Well Known Logical Unit class.

The Level 4 Hierarchical Logical Unit class is a Hierarchical Logical Unit class placed at level 4 within the
hierarchical logical unit structure.

All logical units_and well known logical units contained-within level 4 hierarchical Ingir‘nl unit-shallhave a
J J

Dgpendent Logical Unit attribute (see 4.6.19.4).
4.6.19 Logical Unit class
4.6.19.1 Logical Unit class overview

The Logical Unit class (see figure 20) contains the:

a) Device Server class (see 4.6.20);

b) Task Manager class (see 4.6.21);

c) Task Management Function class (see 4.6.24); and
d) Task Set class (see 4.6.22).

The Logical Unit class (see figure 20) may be substituted with the Well Known Logical Unit class (see
4.4.19.1).
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Logical Unit
LUN[1..%]
Logical Unit Name[0..*]
Dependent Logical Unit[0..1]
1 ¢ 1 ¢ ¢ A
1 1
| ]
Device Server Task Manager Well Known Logical Unit
Data-In Delivered() SCSI Command Received()
Data-Out Received() Task Management Request Received()
Data Transfer Terminated() | [Place Command()

W\ Control Sequencing()
1 1

1 1 1

Gets command from

1. 1.x 1.* o | 0.7
Task Set Task Management Function
Function Identifier[1]
Nexus[1]
1 Service Response[1]
0.* Additional Response Information[0..1]
Command
I_T_L Q Nexus[1]
Task Attribute[1]
CDBI1]
CRNIO0..1]
Command Priority[0..1]
Status[1]

Sense Dataf0..1]

Sense-Data Length[0..1]
Sepvice’Response[0..1]

Status Qualifier[0..1]

First Burst Enabled[0..1]

Device Server Buffer[0..1]
Application Client Buffer Offset[1]
Request Byte Count[1]

Delivery Result[1]

Figure 20 — Logical Unit class diagram

Each instance of a Logical Unit class shall contain the following objects:

one device server;

one task manager;

zero or more task management functions; and
one or more task sets.

o O T o
—_ — — ~—
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The logical unit is the class to which commands are sent. One of the logical units within the SCSI target device
shall be accessed using the LUN zero or the REPORT LUNS well-known logical unit number.

If the logical unit inventory changes for any reason (e.g., completion of initialization, removal of a logical unit,
or creation of a logical unit), then the device server shall establish a unit attention condition (see 5.14) for the
SCSl initiator port associated with every |_T nexus, with the additional sense code set to REPORTED LUNS
DATA HAS CHANGED.

Data contained within a logical unit may be duplicated in whole or part on a different logical unit. The
synchronization of that data between multiple logical units is outside the scope of this standard.

4.6.19.2 LUN attribute

The LUN attribute identifies the logical unit within a SCSI target device when accessed by a SCSitarget port.
If any logical unit within the scope of a SCSI target device includes one or more dependent logical units (§ee
4.8.19.4) in its composition, then all LUNs within the scope of the SCSI target device shall have the format
depcribed in 4.7.6. If there are no dependent logical units within the scope of the SCSI target device, the LUNs
shpuld have the format described in 4.7.5.

The 64-bit or 16-bit quantity called a LUN is the LUN attribute defined by this standard. The fields contain|ng
thg acronym LUN that compose the LUN attribute are historical nomenclature agomalies, not LUN attributes.
LUN attributes having different values represent different logical units, regardless of any implications to the
coptrary in 4.7 (e.g., LUN 00000000 00000000h is a different logical unit ffem LUN 40000000 00000000h gnd
LUN OOFF0000 00000000h is a different logical unit from LUN 40FFO000 00000000h).

LUN(s) are required as follows:

a) if access controls (see SPC-4) are not in effect, one LUN per logical unit; or
b) if access controls are in effect, one LUN per SCSI initiator port that has access rights plus one defgult
LUN per logical unit.

See 4.7 for a definition of the construction of LUNs to\be used by SCSI target devices. Application cliepts
shpuld use only those LUNSs returned by a REPORT;LUNS command. The task router shall respond to LUNs
other than those returned by a REPORT LUNS cogmmand (i.e., incorrect logical unit numbers) as specified in
511 and 7.12.

4.6.19.3 Logical Unit Name attribute

The Logical Unit Name attribute identifies a name (see 3.1.70) for a logical unit that is not a well known logifal
unft. A logical unit name shall be'world wide unique. A logical unit name shall never change and may be uged
for|persistent identification of-a-logical unit.

Logical unit name(s) are required as follows:

a) one or moreZagical unit names if the logical unit is not a well-known logical unit; or
b) zero logical unit names if the logical unit is a well-known logical unit.

Thie name used-to identify the logical unit is the logical unit name designation descriptor in the Dev|ce
Idgntification\VPD page (see SPC-4).

4.6.19.4 Dependent Logical Unit attribute

The Dependent Logical Unit attribute identifies a logical unit that is addressed via a hierarchical logical unit
that resides at a lower numbered level in the hierarchy (i.e., no logical unit within level 1 contains a Dependent
Logical Unit attribute while all logical units within level 2, level 3, and level 4 do contain a Dependent Logical
Unit attribute).

Any instance of a Logical Unit class that contains Dependent Logical Unit attribute shall utilize the hierarchical
LUN structure defined in 4.7.6. If any logical unit within a SCSI target device includes Dependent Logical Unit
attribute:

a) all logical units within the SCSI target device shall format all LUNs as described in 4.7.6; and
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b) LUN zero or the REPORT LUNS well-known logical unit (see SPC-4) shall set the HISUP bit to one in

the standard INQUIRY data.

4.6.20 Device Server class

The Device Server class (see figure 20) processes the:

a) Data-In Delivered operation (see 5.4.3.2.2) to determine when data requested to be sent has been

sent;
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been received;
c) Data Transfer Terminated operation (see 5.4.3.4.2) to determine when a requested termination g

data transfer has been terminated; and
d) commands.

.21 Task Manager class

e Task Manager class (see figure 20) processes the:

a) SCSI Command Received operation (see 5.4.2.3) to determine when a_command has been receiv

b) Place Command operation to place a command into a task set;

a) Control Sequencing operation to control the sequencing of one or\more commands within a logi
unit;

b) Task Management Request Received operation (see 7.12.3) to,determine when a task managem
function has been received; and

c) task management functions.

.22 Task Set class

 Task Set class (see figure 20) contains the Task ¢lass (see 4.6.23).
ch instance of a Task Set class shall contain zero or more command objects.

e interactions among the commands inqa task set are determined by the requirements for task
nagement specified in clause 8 and the ACA requirements specified in 5.8. The number of task sets
ical unit and the boundaries between.task sets are governed by the TsT field in the Control mode page (g
C-4).

.23 Command class
.23.1 Command class-overview

e Command class(see figure 20) represents a request to a logical unit to do work.

e command pérsists until a Send Command Complete SCSI transport protocol service response is sen
il the command is completed by a task management function or an exception condition. For an examplg
processing for a command see 5.7.

.23.2_T_L_Q Nexus attribute

b)__Data-Out Received npnrnfinn (cnn 54313 ‘7) to_determine when data rnqnnefnrl to-be received-has

f a

bet
ber

or
of

The I_T_L_Q Nexus attribute contains the |_T_L_Q nexus of the command (see 4.8).

4.6.23.3 Task Attribute attribute

A Task Attribute attribute (see 8.6) contains the task attribute (e.g., SIMPLE task attribute, ORDERED task
attribute, HEAD OF QUEUE task attribute, ACA task attribute) of a command.
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4.6.23.4 CDB attribute

The CDB attribute contains a CDB (see 5.2 and SPC-4) that defines the work to be performed by a logical
unit.

4.6.23.5 CRN attribute

The CRN attribute, if any, contains the CRN of the command (see 5.4.2.2).
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The Service Response attribute, if any, contains the_service response for the completed command (s
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.23.6 Command Priority attribute

e Command Priority attribute, if any, contains the priority of the command (see 8.7).

.23.7 Status attribute

b Status attribute contains the status for the completed command (see 5.3).

.23.8 Sense Data attribute

b Sense Data attribute, if any, contains the sense data for the completed comimand (see 5.4.2.5).
.23.9 Sense Data Length attribute

e Sense Data Length attribute, if any, contains the length of théssense data for the completed commg
e 5.4.2.5).

.23.10 Service Response attribute

.2.5).
.23.11 Status Qualifier attribute

e Status Qualifier attribute, if any, contains additional status information for the completed command (g
.2 and 5.4.2.5).

.23.12 First Burst Enabled-attribute
e First Burst Enabled attribute, if any, specifies that first burst for the command is enabled (see 5.4.2.5).
.23.13 Device Server Buffer attribute

e Device Server Buffer attribute, if any, contains the Device Server Buffer argument used for Send Datg
cedure calls (see 5.4.3.2.1) and Receive Data-Out procedure calls (see 5.4.3.3.1).

.23414 Application Client Buffer Offset attribute

ee

n

Th
Se

nd Data-In procedure calls (see 5.4.3.2.1) and Receive Data-Out procedure calls (see 5.4.3.3.1).

4.6.23.15 Request Byte Count attribute

e Application Client butter UTtiset attribute contains the Application Client butier Utrset argument used tor

The Request Byte Count attribute contains the Request Byte Count argument used for Send Data-In
procedure calls (see 5.4.3.2.1) and Receive Data-Out procedure calls (see 5.4.3.3.1).
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4.6.23.16 Delivery Result attribute

The Delivery Result attribute contains the Delivery Result argument from a Data-In Delivered procedure call
(see 5.4.3.2.1) or a Data-Out Received procedure call (see 5.4.3.3.1).

4.6.24 Task Management Function class

4.6.24.1 Task Management Function class overview
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The Additional Response Information attribute, if any, contains any additional response information for

tas

4.6
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Well known logical units are addressed.using the well known logical unit addressing method (see 4.7.11
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e [ask Management Function class (see figure 20) represents a SCSI task management function-(s
use 7).

.24.2 Function Identifier attribute

e Function Identifier attribute contains the function identifier (see clause 7).

.24.3 Nexus attribute

e Nexus attribute identifies the nexus affected by the task management function-(see 4.8).
.24.4 Service Response attribute

e Service Response attribute contains the service response (see 7.12:4).

.24.5 Additional Response Information attribute

k management function (see clause 7).
.25 Well Known Logical Unit class

e Well Known Logical Unit class (see figure 20) is a Logical Unit class (see 4.6.19.1) with the additio
bracteristics defined in this subclause.

ended logical unit addressing (see’4.7.10). Each well known logical unit has a well known logical U
mber (W-LUN). W-LUN values are defined in SPC-4.

SCSI target port receives a’command or a task management function specifying a W-LUN and the
bwn logical unit specified by the W-LUN does not exist, the task router shall follow the rules for address
incorrect logical unitdescribed in 5.11 and 7.12.

vell known logical Unit shall support all the commands defined for it.
Ccess to well. known logical units shall not be affected by access controls.
well knowr'logical units:

a)< shall not have logical unit names; and

hal

of
nit

ell
ng

b)) shall identify themselves using the SCSI device names of the SCSI device in which they fre

contained.

NOTE 6 A SCSI target device may have multiple SCSI device names if the SCSI target device supports
multiple SCSI transport protocols (see 4.6.14).

The name used to identify the well known logical unit is the SCSI target device name designation descriptor in
the Device Identification VPD page (see SPC-4).
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4.7 Logical unit number (LUN)

4.7.1 Introduction

Subclause 4.7 defines the construction of LUNs to be used by SCSI target devices. Application clients should
use only those LUNs returned by a REPORT LUNS command. The task router shall respond to LUNs other
than those returned by a REPORT LUNS command (i.e., incorrect logical unit numbers) as specified in 5.11
and 7.12.

W
sh
reg
fie
01
ing
40

When displaying a single level 64-bit LUN value, an application client may display‘the value as a single 2-b

va
ing

When displaying a 16-bit LUN value, an application client should display the value as a single 2-byte va

(e.
4.7

All
hie
for
A

tra
AD

4.%

All
log
RE
de
de

Th

4.1.2 Logical unit representation format

en an application client displays or otherwise makes a 64-bit LUN value visible, the application cli

ardless of the internal representation of the LUN value (e.g., a single level LUN with an ADBRESS METH
d set to 01b (i.e., flat space addressing) and a FLAT SPACE LUN field set to 0001h should, be displayed as
00 00 00 00 00 00h, not 00 00 00 00 00 00 01 40h). A separator (e.g., space, dash} or colon) may
luded between each byte, each two bytes (e.g., 4001-0000-0000-0000h), or each four bytes (e
D10000 00000000h).

ue representing only the first level LUN (e.g., 40 01h). A separator (e.d., space, dash, or colon) may
luded between each byte.

., 40 01h). A separator (e.g., space, dash, or colon) may be inclided between each byte.
.3 LUNs overview

LUN formats described in this standard are hierarchical in structure even when only a single level in t
rarchy is used. The HISUP bit shall be set to one in thé standard INQUIRY data (see SPC-4) when any L
mat described in this standard is used. Non-hierarchical formats are outside the scope of this standard.

LUN shall contain 64 bits or 16 bits, with the Size being defined by the SCSI transport protocol. For S(
hsport protocols that define 16-bit LUNSs, the two bytes shall be formatted as described for the FIRST LE
DRESSING field (see table 15 in 4.7.6).

.4 Minimum LUN addressing requirements
SCSI target devices shall-support LUN 0 (i.e., 00000000 00000000h) or the REPORT LUNS well-kno

PORT LUNS well-knewn logical unit shall be the logical unit that an application client addresses
ermine informationabout the SCSI target device and the logical units contained within the SCSI tar:
vice.

e responses-to commands sent to unsupported logical units are defined in 5.11. The response to t3
nagemeft functions sent to unsupported logical units is defined in 7.1.

bnt

puld display it in hexadecimal format with byte 0 first (i.e., on the left) and byte 7 last (i.e.,. on the right),

oD
40
be

g'7

yte
be

hat
N

Sl
EL

wn

ical unit. For SCSI target devices that support the hierarchical addressing model the LUN 0 or fhe

to
het

sk
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4.7.5 Single level LUN structure

Table 11 describes a single level subset of the format described in 4.7.6 for SCSI target devices that contain
256 or fewer logical units.

Table 11 — Single level LUN structure using peripheral device addressing method

Byltit 7 6 5 4 3 2 1 0
Byte
0 ADDRESS METHOD (00b) BUS IDENTIFIER (00h)
1 TARGET OR LUN
2
Null second level LUN (0000h)
3
4
Null third level LUN (0000h)
[~
6
Null fourth level LUNAQQOO)
T

Byte 2 through byte 7 in an 8-byte single level LUN structure using the peripheral device addressing method
shall contain 00h (see table 11). The value in the TARGET OR LUN field shall address a single level logical ynit
anfl be between 0 and 255, inclusive. A value of 00b\in the ADDRESS METHOD field specifies peripheral devjce
adfiressing (see 4.7.6). A value of 00h in the BUS.IBENTIFIER field specifies the current level (see 4.7.7).

Table 12 describes a single level subset of theyformat described in 4.7.6 for SCSI target devices that contpi
16384 or fewer logical units.

n

Table 12 — Single'level LUN structure using flat space addressing method

q ADDRESS METHOD (01b) | (MSB)

1 FLAT SPACE LUN (LSH)

D)

Null second level LUN (0000h)

(&%)

Null third level LUN (0000h)

(€]

Null fourth level LUN (0000h)
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Byte 2 through byte 7 in an 8-byte single level LUN structure using the flat space addressing method shall
contain 00h (see table 12). The value in the FLAT SPACE LUN field shall be between 0 and 16 383, inclusive. A
value of 01b in the ADDRESS METHOD field specifies flat space addressing (see 4.7.8) at the current level.

Table 13 describes a single level subset of the format described in 4.7.6 for SCSI target devices that contain
more than 16 384 logical units.

Table 13 — Single level LUN structure using extended flat space addressing method

Bjt
Bytte 7 6 5 4 3 2 1 0
0 ADDRESS METHOD (11b) LENGTH (01b) EXTENDED ADDRESS METHOD.(2h)
1 (MSB)
EXTENDED FLAT SPACE ADDRESS
3 (LSBH)
4
Null second level LUN (0000h)
=
6
Null third level LUN (0Q00h)
Byte 4 through byte 11 in an 12-byte single level LUN structure using the extended flat space address|ng
method shall contain 00h (see table 13). The value incthe EXTENDED FLAT SPACE ADDRESS field shall [be
befween 0 and 16 777 215, inclusive. A value of 11b'in the ADDRESS METHOD field with a value of 2h in the
EXTENDED ADDRESS METHOD field specifies extendedflat space addressing (see 4.7.12) at the current levell A
value of 01b in the LENGTH field specifies that the 'LUN specified in the EXTENDED FLAT SPACE ADDRESS field is
three bytes in length.
The presence of well-known logical unitsshall not affect the requirements defined within this subclause.
If 3 SCSI target device contains 256-ot fewer logical units, none of which are dependent logical units (4ee
4.9.19.4), then the SCSI target device’s LUNSs:
a) should have the format.shown in table 11 (i.e., peripheral device addressing);
b) may have the format-shown in table 12 (i.e., flat space addressing); or
c) may have the format shown in table 13 (i.e., extended flat space addressing).
If 3 SCSI target device contains more than 256 logical units and 16 384 or fewer logical units, none of whjch
ar¢ dependent logical units (see 4.6.19.4), then the SCSI target device’s LUNSs:
a) shouldthave the format shown in table 12 (i.e., flat space addressing);
b) mayhave the format shown in table 13 (i.e., extended flat space addressing); or
c)« may have the format shown in table 11 (i.e., peripheral device addressing) for up to 256 of the logifal

units within SCSI target device.

If a SCSI target device contains more than 16 384 logical units, none of which are dependent logical units
(see 4.6.19.4), then the SCSI target device’s LUNSs:

a) should have the format shown in table 13 (i.e., extended flat space addressing);

b) may have the format shown in table 12 (i.e., flat space addressing) for up to 16 384 of the logical units

within SCSI target device; or
c) may have the format shown in table 11 (i.e., peripheral device addressing) for up to 256 of the logi
units within SCSI target device.

cal
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The eight byte LUN structure (see table 15) contains four levels of addressing fields. Each level shall use byte

0 and byte 1 to define the address and location of the SCSI target device to be addressed on that level.

If the LUN specifies that the command or task management function is to be relayed to the next level (i.e.
peripheral device addressing method (see 4.7.7) is selected in byte 0 and byte 1 of the eight bye LUN
structure and the BUS IDENTIFIER field is set to a value greater than zero), then the current level shall use byte
0 and byte 1 of the eight byte LUN structure to determine the address of the SCSI target device to which the

ce

command-is-to be sent- \When the command-ortask mnnngnmnnf function is sent to the SCS| fnrgn‘r dey

thg eight byte LUN structure that was received shall be adjusted to create a new eight byte LUN structuré(s

tahle 14 and figure 21).

S(SI target devices shall keep track of the addressing information necessary to transmit information b3
thrpugh all intervening levels to the command’s or task management function’s originating SCS! initiator pg

Bytes 0

3 4
|
D E
|
|
F G
|
H 0[
|
|
0 O|

Figure 21— Eight byte LUN structure adjustments

Table 14 — Eight byte LUN structure adjustments

Level 1

Level 2

Level 3

Level 4

ee

ck
rt.

Byte position
Oid New
0&1 Moves to Not Used
2&3 Moves to 0&1
4 &5 Moves to 28&3
6&7 Moves to 4&5
n/a zero fill 6&7

The eight byte LUN structure requirements as viewed from the application client are shown in table 15.
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Table 15 — Eight byte LUN structure

Bit
Byte 7 6 5 4 3 2 1 0
0
FIRST LEVEL ADDRESSING (see table 16)
2
SECOND LEVEL ADDRESSING (see table 16)
3
4
THIRD LEVEL ADDRESSING (see table 16)
[~
6
FOURTH LEVEL ADDRESSING (see table 16)
T
The FIRST LEVEL ADDRESSING field specifies the first level address of a(SCSI target device. See table 16 fdr a

de

Th
for|

Th
de

Th
for|

inition of the FIRST LEVEL ADDRESSING field.

E SECOND LEVEL ADDRESSING field specifies the second level address of a SCSI target device. See table
a definition of the SECOND LEVEL ADDRESSING field.

e THIRD LEVEL ADDRESSING field specifies the third level’address of a SCSI target device. See table 16 fg
inition of the THIRD LEVEL ADDRESSING field.

e FOURTH LEVEL ADDRESSING field specifies the(fourth level address of a SCSI target device. See table
a definition of the FOURTH LEVEL ADDRESSING field.

Table)16 — Format of addressing fields

ADDRESS METHOD

N+

ADDRESS METHOD SPECIFIC

Th
ad
me

e ADDRESS METHOD field defines the contents of the ADDRESS METHOD SPECIFIC field. See table 17 for
dress-methods defined for the ADDRESS METHOD field. The ADDRESS METHOD field only defines addrg
thods for entities that are directly addressable by an application client.

SS



https://standardsiso.com/api/?name=2c3487a1911c557816e85b7fc44021af

4.7

If t
req

If t
log
5.1

If t
log

-64 - 14776-414 © ISO/IEC:2009(E)

Table 17 — ADDRESS METHOD field

Code Description Reference
00b Peripheral device addressing method 4.7.7
01b Flat space addressing method 4.7.8
10b Logical unit addressing method 4.7.9
b E)Sﬁ]r;cjjed logical unit addressing 4710

.7 Peripheral device addressing method

he peripheral device addressing method (see table 18) is selected, the SCSI target'device should relay
eived command or task management function to the addressed dependent logical unit.

he SCSI device does not relay any commands or task management functions to the addressed depend

1and 7.12.

he SCSI device does relay some commands and task management functions to the addressed depend
ical unit, then the SCSI device shall:

a) complete any command that is not relayed with CHECK CONDITION status with the sense key se
ILLEGAL REQUEST and the additional sense codé.set to INVALID COMMAND OPERATION COL
and

b) terminate a task management function that is net relayed with a service response of SERVICE DELIVH
OR TARGET FAILURE.

NOTE 7 A SCSI device may filter (i.e., not,rélay) commands or task management functions to prevent opera-

tions with deleterious effects from reachinga dependent logical unit (e.g., a WRITE command directed to a
logical unit that is participating in a RAIDvolume).

Table 18 — Peripheral device addressing format

ical unit, then the SCSI device shall follow the rules for addressing an-incorrect logical unit describe( i

RY

7 6 5 4 3 2 1 0

ADDRESS/METHOD (00b) BUS IDENTIFIER

N+

1 TARGET OR LUN

Th|e

BUS IDENTIFIER field identifies the bus or path that the SCSI device shall use to relay the receiV

ed

command or task management function. The BUS IDENTIFIER fleld may use the same value encoding as

he

BUS NUMBER field (see 4.7.9) with the most significant bits set to zero. However, if the BUS IDENTIFIER field is set
to 00h, then the command or task management function is to be relayed to a logical unit within the SCSI target
device at the current level.

The TARGET OR LUN field specifies the address of the peripheral device (e.g., a SCSI target device at the next
level) to which the SCSI device shall relay the received command or task management function. The meaning
and usage of the TARGET OR LUN field depends on whether the BUS IDENTIFIER field contains zero.

A BUS IDENTIFIER field of zero specifies a logical unit at the current level. This representation of a logical unit
may be used either when the SCSI target device at the current level does not use hierarchical addressing for
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assigning LUNSs to entities or when the SCSI target device at the current level includes entities that are
assigned LUNs but are not attached to SCSI buses. When the BUS IDENTIFIER field contains zero, the
command or task management function shall be relayed to the current level logical unit specified by the
TARGET OR LUN field within or joined to the current level SCSI device.

A BUS IDENTIFIER field greater than zero represents a SCSI domain that connects a group of SCSI target
devices to the current level SCSI device. Each SCSI domain shall be assigned a unique bus identifier number
from 1 to 63. These bus identifiers shall be used in the BUS IDENTIFIER field when assigning addresses to
peripheral devices attached to the SCSI domains. When the BUS IDENTIFIER field is greater than zero, the

co
Sp

LU

de

Th
ze

Fi

g

ce

mmand or task mnnngnmnnf function shall he rnlnynd to the Ingirnl unitwithin the SCSI fnrgnf dev

peified in the TARGET OR LUN field located in the SCSI domain specified by the BUS IDENTIFIER field with
N being set to the contents of the received LUN shifted by two bytes as described in 4.7.6. The SCSMar
vice information in the TARGET OR LUN field is a mapped representation of a target port identifier.

e SCSI target device located within the current level is addressed when the BUS IDENTIFIER field is se
0 and the TARGET OR LUN field is set to zero, also known as LUN O (see 4.7.4).

ure 22 shows the selection of a logical unit using the peripheral device addressing niethod.

he
jet

to

SCSI domain
If BUS IDENTIFIER field = 00h, then the TARGET OR SCSI device
LUN field specifies the LUN within this SCSI device.
SES| target port
Bus 00h
Bus 01h Bus 3Fh
LUN | Logical Logical | LUN
00h | unit unit | FFN
SCSI X ScCsi
domain &CS| domain Scsl
[Cinitiator port initiator port
SCSI
] || target
port
SCSI 00h
target
Ll If BUS IDENTIFIER field > 00h, then the TARGET
] OR LUN field specifies the bus (i.e.,SCS
initiator port) through which the command i$
relayed with the LUN being set to th¢
SCsl contents of the received LUN shifted by twq
— || target | pytes as described in 4.7.6.
port
SCSI FFh
Target
port

Figure 22 — Logical unit selection using the peripheral device addressing format

4.7.8 Flat space addressing method

The flat space addressing method (see table 19) specifies a logical unit at the current level.
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The contents of all hierarchical structure addressing fields following a flat space addressing method

ad

dressing field shall be ignored.

Table 19 — Flat space addressing format

B

Byte

it

n ADDRESS METHOD (01b) | (MSB)

n+1 FLAT SPACE LUN (LSB

Th

4.1.9 Logical unit addressing method

If the logical unit addressing method (see table 20) is selected, the SCSI device should relay the receiy

co
If ¢

lodical unit, then the SCSI device shall follow the rules for addressing.an-incorrect logical unit described
5.11 and 7.12.

If t

lodical unit, then the SCSI device shall:

Thle contents of all hierarchicalstructure addressing fields following a logical unit addressing meth

ad

b FLAT SPACE LUN field specifies the current level logical unit.

mmand or task management function to the addressed dependent logical unit

he SCSI device does not relay any commands or task management functioens to the addressed depend

he SCSI device does relay some commands and task managenment functions to the addressed depend

a) complete any command that is not relayed with CHECK CONDITION status with the sense key se
ILLEGAL REQUEST and the additional sense cdde set to INVALID COMMAND OPERATION COL
and

b) terminate a task management function that;is'not relayed with a service response of SERVICE DELIVH
OR TARGET FAILURE.

NOTE 8 A SCSI device may filter (i.e., not relay) commands or task management functions to prevent opera-
tions with deleterious effects from reaching a dependent logical unit (e.g., a WRITE command directed to a
logical unit that is participating in a(RAID volume).

dressing field shall be ignored.

Table 20 — Logical unit addressing format

RY

od

Bjt

Bytte 7 6 5 4 3 2 1 0
M ADDRESS METHOD (10b) TARGET

n+t BUS NUVBER LUN

The TARGET field, BUS NUMBER field, and LUN field address the logical unit to which the received command or
task management function shall be relayed. The command or task management function shall be relayed to
the logical unit specified by the LUN field within the SCSI target device specified by the TARGET field located on
the bus specified by the Bus NUMBER field. The value in the LUN field shall be placed in the least significant bits
of the TARGET OR LUN field in a single level LUN structure for LUNs 255 and below (see 4.7.5). The TARGET

fiel

d contains a mapped representation of a target port identifier.

Figure 23 shows the selection of a logical unit using the logical unit addressing method.
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4.7

Ex

Ex|
mg
thd
of

Th
me

SCSI domain
If BUS IDENTIFIER field = 000b, then the LUN SCSI device
field specifies the LUN within this SCSI device.
SCSiI target port
Bus 000b
Bus 001b Bus 111b
LUN | Logical Togical | £oN
00h | unit = | unit | 1FP
SCsSi ScCsi N
domain SCSI domain Sl
initiator port \@ator port
SCSiI
LUN Logical | | || target
00h unit port
ScCsl 00h If BUS IDENTIFIER field > 000b, then the BUs
target IDENTIFIER field specifies the SCSI domaih
LUN | Logical port and the TARGET field specifies the SCSI target
1Fh unit portto.which the command is relayed with the
KUN formatted as a single level LUN
structure (see 4.7.5) as follows:
SCSI
LUN | Logical | | | | target a) ADDRESS METHOD field = 00b;
00h unit o part b) BUS IDENTIFIER field = 00h; and
target 3Fh c) TARGET OR LUN field = received LUN
port field contents.
LUN Logical | |
1Fh unit

Figure 23 — Logical unit selection using the logical unit addressing format
.10 Extended logical unit addressing

fended logical unit addressing (see table 21) specifies a logical unit at the current level.

fended logical unit-addressing builds on the formats defined for dependent logical units (see 4.6.19.4)
y be used by.SCSI devices having single level logical unit structure. In dependent logical unit addressi

wo bytes, four bytes, six bytes, or eight bytes.

e contents of all hierarchical structure addressing fields following an extended logical unit address

thod addressing field shall be ignored.

but
ng,

logical unifinformation at each level fits in exactly two bytes. Extended logical unit addresses have sizes

ng

Extended logical units are identified by the ADDRESS METHOD field (see table 17 in 4.7.6) in the same manner
as is the case for dependent logical units. An ADDRESS METHOD field value of 11b specifies the extended
logical unit addressing method.
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Table 21 — Extended logical unit addressing format

Bit
7 6 5 4 3 2 1 0
Byte
n ADDRESS METHOD (11b) LENGTH EXTENDED ADDRESS METHOD
n+rt ASBY
EXTENDED ADDRESS METHOD SPECIFIC
n (LSH)

The LENGTH field (see table 22) specifies the length of the EXTENDED ADDRESS METHOD SPECIFICfield. A LUN
that includes a LENGTH field value that goes beyond the LUN field length supported by the-transport protogol

is invalid shall follow the rules for addressing an incorrect logical unit described in 5.11.

Table 23, table 24, table 25, and.table 26 show the four extended logical unit addressing formats.

Table 22 — LENGTH field and related sizes

Size in bytes of
Code EXTENDED Ex.t ended_ Reference
logical unit
ADDRESS METHOD addresain
SPECIFIC field 9
format

00b 1 2 table 23
01b 3 4 table 24
10b 5 6 table 25
11b 7 8 table 26

Table 23 — Two byte extended logical unit addressing format

B
t 7 6 5 4 3 2 1 0
Byte
M | ABDRESS METHOD (11b) LENGTH (00b) EXTENDED ADDRESS METHOD
n#1 EXTENDED ADDRESS METHOD SPECIFIC
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Table 24 — Four byte extended logical unit addressing format

Bit
Byte 7 6 5 4 2 1
n ADDRESS METHOD (11b) LENGTH (01b) EXTENDED ADDRESS METHOD
n+r
EXTENDED ADDRESS METHOD SPECIFIC
n43
Table 25 — Six byte extended logical unit addressing format

Bjt
Bytte 7 6 5 4 2 1

M ADDRESS METHOD (11b) LENGTH (10b) EXTENDED ADDRESS METHOD
n+1

EXTENDED ADDRESS METHOD,SPECIFIC
n+45
Table 26 — Eight byte extended'logical unit addressing format
Bjt
Bytte 7 6 5 4 2 1
0 ADDRESS METHOD (11b) LENGTH (11b) EXTENDED ADDRESS METHOD
1
EXTENDED ADDRESS METHOD SPECIFIC

T
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size of extended logical unit address found in the EXTENDED ADDRESS METHOD SPECIFIC field.

Table 27 — Logical unit extended addressing

EXTENDED
LENGTH o
ADDRESS METHOD Code(s) Description Reference
Code(s)
Oh 00b - 11b Reserved
1h 00b Well known logical unit 4.7.11
1h 01b - 11b Reserved
2h 01b Extended 4712
addressing
2h 00b, 10b, 11b Reserved
3h-Eh 00b - 11b Reserved
Fh 00b - 10b Reserved
Fh 11b Logical unithot specified 4.7.13

4.7.11 Well known logical unit addressing

A BCSI target device may support zero or more well known logical units (see 4.6.25). A single SCSI target
deyice shall only support one instance of each supported well known logical unit. All well known logical units
within a SCSI target device shall be accessible~from all SCSI target ports contained within the SCSI target
deyice.

Well known logical units are addressed using the well known logical unit extended address format (see tap
28).

e

Table 28 *— Well known logical unit extended addressing format

Bjt
Bytte 7 6 5 4 3 2 1 0
n ADDRESS METHOD (11b) LENGTH (00b) EXTENDED ADDRESS METHOD (1h)
n41 W-LUN

Thu VV=LUN flcid apcuificb ti 1Ic VVC“ Ir\l TOWTI iUUibdi Ullit tU IUU dUIUIIUbDCUI (bCU SPC'4)
4.7.12 Extended flat space addressing method

The extended flat space addressing method (see table 29) specifies a logical unit at the current level.

The contents of all hierarchical structure addressing fields following a flat space addressing method
addressing field shall be ignored.
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Table 29 — Extended flat space addressing format

Bit
Byte 7 6 5 4 3 2 1 0
n ADDRESS METHOD (11b) LENGTH (01b) EXTENDED ADDRESS METHOD (2h)
n+4 MSBY
EXTENDED FLAT SPACE LUN
n+43 (LSH
The EXTENDED FLAT SPACE LUN field specifies a current level logical unit.

Lo
sp

.1.13 Logical unit not specified addressing

jical unit not specified addressing (see table 30) shall be used to indicate that no logical unit of any king
beified.

Table 30 — Logical unit not specified extended addressing format

B'ztte 7 6 5 4 5 2 1 0
0 ADDRESS METHOD (11b) LENGTH (11b) EXTENDED ADDRESS METHOD (Fh)
1 FFh
2
. Ignore
4.8 Nexus
4.8.1 Nexus overview
The nexus represents-a relationship between a SCSI initiator port, a SCSI target port, optionally a logical upit,

a

>

 optionally a command. The notations for the types of nexuses are:
a) |_T nexus;
b) |_T.L/nexus;
c), 5T L Q nexus; and
d) \'T_L_x nexus.

Ta

le o1 delines the types Ol nexuses and the identifiers used 10 construct each of them.
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Table 31 — Nexus

4.8

idg
ou
co
prg
Sd
co
wit

4.8

An
un
wa
if
Th
idg

Nexus 2 Identifiers used to construct nexuses Reference
| T nexus Initiator port identifier 4.6.7.2
- Target port identifier 4.6.6.2
:I IItIGtUI pui"l IdUI ItIfIUI 4.8.7.2
I_T_L nexus Target port identifier 4.6.6.2
LUN 4.6.19.2
Initiator port identifier 46.7.2
Target port identifier 4.6.6.2
|_T_L_Qnexus LUN 4.6.19:2
Command identifier 482
@ | _T_L_x nexus specifies eitheran |_T L nexusoran| _T_L_Q nexus.

.2 Command identifier

command identifier (i.e., the Q inan |_T_L_ Q nexus) is assignedy a SCSI initiator device to uniqu
ntify one command in the context of a particular |_T_L nexusjallowing more than one command to

mmand identifier, up to a maximum of 64 bytes, to be used\by SCSI ports that support that SCSI transp
tocol.

Sl transport protocols may define additional restrictions’on command identifier assignments (e.g., requir|
mmand identifiers to be unique per |_T nexus orper |_T_L nexus, or sharing command identifier valy
h other uses such as task management functions).

.3 Nexus usage rules

I_T_L_Q nexus that is in use (i.e=\during the interval bounded by the events specified in 5.5) shall
que as seen by the SCSI initiator port originating the command and the logical unit to which the comm3
s addressed, otherwise an ovetlapped command condition exists (see 5.10). An |_T_L_Q nexus is unig
ne or more of its components)is unique within the specified time interval.

e SCSI initiator device-shall not create more than one command from a specific SCSI initiator port hav
ntical values for thedatget port identifier, LUN, and command identifier.

.9 SCSI ports

.9.1 SCSI'port configurations

bly
be

standing for that |_T_L nexus at the same time. Each SCShiransport protocol defines the size of {he

ort

ng
es

be
nd
ue

So

a) all SCSI target ports;
b) all SCSI initiator ports; or
c) any combination of SCSI target ports and SCSI initiator ports.

me of the SCSI port configurations possible for a SCSI device are shown in figure 24.
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Initiator model

Target model
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SCSI device model
containing target device
and initiator device

Target model with multiple ports

4.9.2 SCSI devices with multiple ports

Figure 24 — SCSI device functional models

The model for a SCSI device with multiple ports is a single:

ThE identifiers representing the SCSI ports shall meet the requirements for initiator port identifiers (see 4.6
farget port identifiers<(see 4.6.14). How a multiple port SCSI device is viewed by counterpart SCSI devig
in the SCSI domain also“depends on whether a SCSI initiator port is examining a SCSI target port, or a S

O

=

target port is servicing’a SCSI initiator port.

a) SCSI target device (see 4.6.14) with multiple SCSI target ports;
b) SCSI initiator device (seet4.6.9) with multiple SCSI initiator ports; or
c) SCSI device containing~a-SCSI initiator device and a SCSI target device, and multiple SCSI ports.

SCSI Device SCSI Device SCSI Device SCSI Device
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Device Device Device Device SCSI Target Device
N N
Appli- Logical Appli- Logical
cation Unit cation Unit
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SCSI|Port SCSI|Port SCSI Port | SCSI|Port
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e o =5 o o Y o
g S [ Task = S [ Task S [ Task S [ Task
= © |Router = i© | Router © \\Réuter © | Router
) N %) %) %) n
2y 2y AUEy U8y (08 v PI0E ¢
Service Service Service Service Service
Delivery Delivery Delivery Delivery Delivery
Subsystem Subsystem Subsystem Subsystem Subsystem

9)
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4.9.3 Multiple port SCSI target device structure

E)

Figure 25 shows the structure of a SCSI target device with multiple SCSI ports each containing a SCSI target
port. Each SCSI target port contains a task router that is shared by a collection of logical units. Each logical
unit contains a single task manager and a single device server.

™

deyice. However, communications\between any logical unit and any SCSI target port in a SCSI device may

ing
S
LU

the commands to a~device server in a logical unit in the SCSI device for processing. REPORT LU
commands (see SRE-4) shall be accepted by the logical unit with the LUN zero or the REPORT LU
lI-known logical unit from any SCSI target port in the SCSI device, and the logical unit shall return {he

we
log
sa
theg

SCSI Device
SCS| Taraet Device
I=* SCST Port
SCSI Target
Port Service
Task Delivery
Router | | Subsystem
Unit SCSI Target
Device Port ES)glri://se
Server Task ry
Router | | Subsystem
Task
Manager
| SCSI Port
SCShJarget
Port Service
| Task Delivery
\g‘ Router | | Subsystem
N\

Figure 25 — Multiple port target SCSI device structure model
o-way communications shall be possible between all logical units and all SCSI target ports in a S(

ctive. Two-way communications shall be available between each task manager and all task routers in
Sl target ports in the SCSkdevice. Each SCSI target port in a SCSI device shall accept commands sen
N 0 or the REPORTALUNS well-known logical unit, and the task router in that SCSI target port shall ro

ical unit inventory available via that SCSI target port. An application client determines the availability of
me logical unit through multiple SCSI target ports in a SCSI device by matching logical unit name valueg
Device-ldentification VPD page (see SPC-4).

Si
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4.9.4 Multiple port SCSI initiator device structure

Figure 26 shows the structure of a SCSI initiator device with multiple SCSI ports each containing a SCSI
initiator port. Each SCSI initiator port is shared by a collection of application clients.

SCSI Device
SCSI Port
SCSI
Service | Initiator Port
Delivery
Subsystem
SCSI Port Appli-
SCS] ot
Service | Initiator Port
Delivery
Subsystem
SCSI Port
SCSI
Service | Initiator Port
Delivery
Subsystem

Figure 26 — Multiple port SCSI initiator device structure model

Two-way communications shall be possible between an application client and its associated SCSI initiator

port. This standard does not specify ar'require the definition of any mechanisms by which a SCSI tar

et

deyice would have the ability to discover that it is communicating with multiple ports on a single SCSI initigtor

deyice. In those SCSI transport protocols where such mechanisms are defined, they shall not have any eff
onlhow commands are processed (e.g., reservations shall be handled as if no such mechanisms exist).

bt
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4.9.5 Multiple port SCSI device structure

Figure 27 shows the structure of a SCSI device containing a SCSI target device and a SCSI initiator device,
and multiple SCSI ports. Each SCSI port contains a SCSI target port and a SCSI initiator port. This SCSI
device may also contain SCSI ports that only contain a SCSI target port or a SCSI initiator port. Each SCSI
port consists of a SCSI target port containing a task router and a SCSI initiator port and is shared by a
collection of logical units and application clients. Each logical unit contains a task manager and a device
server.

SCSI Device
SCSI Port
SCSI Target Device geelrx::g/
SCSI Target Port Subsystem
— Task
Logical Router
Unit
Device
Server SCSI Port
SCSI Target Rort Sl
Task | Task Delivery
Manager I; Router | |Subsystem
] SCSMNnitiator Port
Appli- SCSI Port
cation iti
Cliont SCSI Initiator Port S
Delivery
SCSiI Initiator Device Subsystem

Figure 27 — Multiple port SCSI device structure model

Two-way communications,shall be possible between all logical units and all SCSI target ports in a S¢SI
deyice. However, communications between any logical unit and any SCSI target port in a SCSI device may|be
ingctive. Two-way communications shall be available between each task manager and all task routers in the
S(SI target ports;inthe SCSI device. Each SCSI target port in a SCSI device shall accept commands senf to
LUN 0 or the REPORT LUNS well-known logical unit, and the task router in that SCSI target port shall route
the commands to a device server in a logical unit in the SCSI device for processing. REPORT LUNS
commands(see SPC-4) shall be accepted by the logical unit with the LUN zero or the REPORT LUNS
well-known logical unit from any SCSI target port in the SCSI device, and the logical unit shall return the
lodicabunit inventory available via that SCSI target port. An application client determines the availability of {he
same logical unit through multiple SCSI target ports in a SCSI device by matching logical unit name values in
the Device Identification VPD page (see SPC-4).

This standard does not specify or require the definition of any mechanisms by which a SCSI target device
would have the ability to discover that it is communicating with multiple SCSI ports that also contain a SCSI
initiator port on a single SCSI device. In those SCSI transport protocols where such mechanisms are defined,
they shall not have any effect on how commands are processed (e.g., reservations shall be handled as if no
such mechanisms exist).
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4.9.6 SCSil initiator device view of a multiple port SCSI target device

A SCSI target device may have SCSI target ports connected to different SCSI domains such that a SCSI
initiator port is only able to communicate with the logical units in the SCSI target device using the SCSI target
ports in a single SCSI domain. However, SCSI target devices with multiple SCSI ports may be configured
where application clients have the ability to discover that one or more logical units are accessible via multiple
SCSI target ports. Figure 28 and figure 29 show two examples of such configurations.

Figure 28 shows a SCSI target device with multiple SCSI ports each containing a SCSI target port
pa 'fir\ipnfing ina cingln SCS| domain-with-two SCSl initiator devices.-There are three SCSl devices,one of
which has two SCSI target ports, and two of which have one SCSI initiator port each. There are two targetdort
idegntifiers and two initiator port identifiers in this SCSI domain. Using the INQUIRY command-Dev|ce
Idgntification VPD page (see SPC-4), the application clients in each of the SCSI initiator devices lhave the
abllity to discover if the logical units in the SCSI target devices are accessible via multiple SCSI\target pqrts
anfl map the configuration of the SCSI target device.

SCSI Domain
S(CSI device
SCSI devige
SCSI target device — -
SCSI Port 3SCS| Portl SCSl initiator devige
SCSI Target
Port SCSI :
| e— Task Initiator Appli-
Y E— Port cation
—— Router Service Client
Logical Delivery
Unit Skt
Device SCSI Port System
Server SCSI Target
arn scsl -
Task Task Initiat Appll_
Iy Router niator cation
Manager | |||i Port Client
SCSI Port| s initiator devige
SCSI devige

Figure 28 — SCSI target device configured in a single SCSI domain

Figure 29 shows-a7’SCSI target device with multiple SCSI ports each containing a SCSI target pprt
pafticipating in two*SCSI domains and a SCSI initiator device with multiple SCSI ports each containing a SCSI
inifiator port participating in the same two SCSI domains. There is one SCSI target device with two S¢SI
target ports.and one SCSI initiator device with two SCSI initiator ports. There is one target port identifier gnd
on initiator port identifier in each of the two SCSI domains Using the INQUIRY command Dev ce

multiple SCSI target ports and map the conflguratron However applrcatlon clients may not be able to
distinguish between the configuration shown in figure 29 and the configuration shown in figure 30.
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SCSI Domain 1
SCSI device SCSI device
SCSiI target device SCS! Port
SCSI Target Service SCSI PorsCsl initiator device
Port Delivery
| Tack Sub- S.C.ZSI
] Router system Initiator
Logical Port
Unit Appli-
Device SCSI Port SCSI Domain 2 ca_tlon
Server SCSI Target Client
Port
Task Task Service SCSI
Manager Router Delivery Initiator
i Sub- Port
system SCSI Port

Figure 29 — SCSI target device configured inh multiple SCSI domains

ce

Figure 30 shows the same configuration as figure 29 exceptthat the two SCSI domains have been replag
byla single SCSI domain.
SCSI Domain
$CSI device SCSI dev
SCSI target device SCSI Por
SCSITarget SCSI Poriscsl initiator dev,
Port
Task S.(.:SI
rl% Router it
oaical Port
ogica .
. Service .
Unit Delivery APP"'
Device SCSI Port Sub- ca.tlon
Server. SCSI Target system Client
P
ort scsl
Task Task ”
M Router Initiator
anager Port
QPQ! Port

ce

Figure 30 — SCSI target device and SCSI initiator device configured in a single SCSI domain

This model for application client determination of multiple SCSI target port configurations relies on information
that is available only to the application clients via commands.
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4.9.7 SCSiI target device view of a multiple port SCSI initiator device

This standard does not require a SCSI target device to be able to detect that a SCSI initiator device contains
more than one SCSI initiator port. In the cases where a SCSI target device does not detect that a SCSI
initiator device contains more than one SCSI initiator port, the SCSI target device interacts with the SCSI
initiator device as if each SCSI initiator port was contained in a separate SCSI initiator device (e.g., a SCSI
target device operates in the configurations shown in figure 29 and figure 30 in the same way it operates in
the configuration shown in figure 28).

4.10 The SCSI model for distributed communications

The SCSI model for communications between distributed objects is based on the teehnique of layering

shpwn in figure 31.

SCSI Application
Layer
(SAL)

STPL

Interconnect
Layer

Thie layers in this-model and the specifications defining the functionality of each layer are denoted
hofizontal sequéences. A layer consists of peer entities that communicate with one another by means 9
protocol..ExXeept for the interconnect layer, such communication is accomplished by invoking servig

SCSiI Initiator Device

SCSl\Target Device

I/O System /O System
SCSI SCSI Application > SCSI
Application Protocol Application
Protocol Service
Interface
SCSI Transport SCSI(Transport e SCSI Transport
Protocol Protocol Protocol
Services Services
Interconnect
# Service Interface #
Interconnect Interconnect
Services Services

i

Interconnect

i

Figure 31 — Protocol service reference model

prgvided by the adjacent layer. The following layers are defined:

NOTE 9 The implications of this view of a SCSI Initiiator device are more 1ar reaching than are immediately
apparent (e.g., after a SCSI initiator device makes a persistent exclusive access reservation via one SCSl
initiator port, access is denied to the other SCSI initiator port(s) on that same SCSI initiator device).

Command
Standards

SCSI
Transport
Protocol
Standard

Interconnect
Standard

a)) SAL: Clients and servers that originate and process SCSI I/O operations by means of a SCSI ap

as

by
f a
es

Dli-

cation protocol;

b) STPL: Services and protocols through which clients and servers communicate; and
c) Interconnect layer: Services, signaling mechanism and interconnect subsystem used for the
physical transfer of data from sender to receiver. In the SCSI model, the interconnect layer is known
as a service delivery subsystem.

The set of SCSI transport protocol services implemented by a service delivery subsystem identify external
behavioral requirements that apply to SCSI transport protocol standards. While these SCSI transport protocol
services may serve as a guide for designing reusable software or firmware that is adaptable to different SCSI
transport protocols, there is no requirement for an implementation to provide the service interfaces specified

in this standard.
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The SCSI transport protocol service interface is defined in this standard in representational terms using SCSI
transport protocol services. The SCSI transport protocol service interface implementation is defined in each
SCSi transport protocol standard. The interconnect service interface is described as appropriate in each SCSI
transport protocol standard.

Interactions between the SAL and STPL are defined with respect to the SAL and may originate in either layer.
An outgoing interaction is modeled as a procedure call invoking an STPL service. An incoming interaction is
modeled as a procedure call invoked by the STPL.

All procedure calls may be accompanied by parameters or data. Both types of interaction are described using
thd notation for procedures specified in 3.6.2. Tn this standard, input arguments are defined relative ig {he
layler receiving an interaction (i.e., an input is a argument supplied to the receiving layer by the layer initiating
thg interaction).

The following types of service interactions between layers are defined:

a) SCSI transport protocol service request procedure calls from the SAL invoking a service provided|by
the STPL;
b) SCSI transport protocol service indication procedure calls from the STPL infarming the SAL that|an
asynchronous event has occurred (e.g., the receipt of a peer-to-peer protocol transaction);
c) SCSI transport protocol service response procedure calls to the STPL' invoked by the SAL|in
response to a SCSI transport protocol service indication. A SCSI transpoft protocol service resporjse
may be invoked to return a reply from the invoking SAL to the peer SAL; and
d) SCSI transport protocol service confirmation procedure calls from-the STPL notifying the SAL thgt a
SCSI transport protocol service request has completed, has been terminated, or has failed to transit
the interconnect layer. A confirmation may communicate‘parameters that indicate the complet|on
status of the SCSI transport protocol service request oryany other status. A SCSI transport protogol
service confirmation may be used to convey a response‘from the peer SAL.

The services provided by an STPL are either confirmed_or'unconfirmed. A SAL service request invoking a
copfirmed service always results in a confirmation from¢the STPL.

Figure 32 shows the relationships between the four.SCSI transport protocol service types.

)

SAL

* STPL *
Pl "
SESI Transport \
Protocol Service

Request

SCSI Transport
Protocol Service
Indication

/ SCSI Transport
Protocol Service
/ Response

QOoQL T oy
Lol TTaltopurlt

Protocol Service
Confirmation

Figure 32 — SCSI transport protocol service mode
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Figure 33 shows how SCSI transport protocol services may be used to process a client-server
request-response transaction at the SAL.

Th
req
tra

When a device server invokes a data transfer SCSI transport protocol service, the interactions required

tra

SAL
* Client Server
- _ _Server Request _ I
I o Server Response _4)

STPL

SCSI Transport

STPL Protocol

L

SCSI Transport

Protocol Service
Request

SCSI Transport

Transactions

STPL Protocol

Protocol Service
Indication

SCSI Transport

Protocol Service
Confirmation

Transactions

:él Transport Protoéjl

Service Interface

ProtocolService
Reéesponse

Figure 33 — Request-Response SAL transaction and related STPL services

e dashed lines in figure 33 show a SCSI application“protocol transaction as it may appear to sending 4
eiving entities within the client and server..The solid lines in figure 33 show the corresponding S(
hsport protocol services and STPL transactions that are used to transport the data.

nd
Sl

to

hsfer the data do not involve the appli¢ation client. Only the STPL in the SCSI device that also contains {he

application client is involved. Figure 84)shows the relationships between the SCSI transport protocol servjce
types involved in a data transfer request.
SAL
& STPL *

SCSI Transport
Protocol Service
Request

SCSI Transport
Protocol Service
Confirmation

Figure 34 — SCSI transport protocol service model for data transfers
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Figure 35 shows how SCSI transport protocol services may be used to process a device server data transfer
transaction.

SAL
*Ir""jl Device *
| |
| | Server
A STPL A

STPL Protocol

Y
A <!

SCSI Transport

Transactions

STPL Protocol

Protocol Service
Request

SCSI Transport

Transactions

Protocol Service

Confirmation

:él Transport Protoéjl

Service Interface

Note: The dotted box represents a memory access function provided by the
SCSl initiator device whose definition is outside the ‘scope of this standard.

Figure 35 — Device server data transfer transaction and related STPL services

When a device server invokes a Terminate Data Transfer SCSI transport protocol service, the interactigns
re:Euired to complete the service do not involve the SCSI Transport Protocol Service Interface or fhe
application client. Only the STPL in the SCSI device'that also contains the device server is involved. Figure|36
shpws the relationships between the SCSI transport protocol service types involved in a Terminate Data
Transfer request.
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* STPL *
v

SCSI Transport
Protocol Service
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SCSI Transport
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Confirmation

Figure 36 — SCSI transport protocol service model for Terminate Data Transfer
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Figure 37 shows how SCSI transport protocol services may be used to process a device server Terminate
Data Transfer transaction.
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Figure 37 — Device server Terminate Data Transfer transaction and related STPL services
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5 SCSI command model

5.1 The Execute Command procedure call

An application client requests the processing of a command by invoking the SCSI transport protocol services
described in 5.4, the collective operation of which is modeled in the following procedure call:

Service Response = Execute Command (IN (I_T_L_Q Nexus, CDB, Task Attribute, [Data-In
Buffer Size], [Data-Out Buffer], [Data-Out Buffer Size], [CRN], [Command
Priority]), OUT ( [Data-In Buffer], [Sense Data], [Sense Data Length],
Status, [Status Qualifier] ))

Ingut arguments:

I_T_L_QNexus: Thel_T_L_Q nexus identifying the command (see 4.8).
CDB: Command descriptor block (see 5.2).
Task Attribute: A value specifying one of the task attributes defined in 8.6.

Data-In Buffer Size: The number of bytes available for data-ransfers to the Data-In Buffer (s¢e
5.4.3). SCSI transport protocols may interpret the Data-In Buffer Size to include
both the size and the location of the*Data-In Buffer.

Data-Out Buffer: A buffer (see 5.4.3) containing cemmand specific information to be sent to tHe
logical unit (e.g., data or parameter lists needed to process the command). THe
buffer size is indicated by the Data-Out Buffer Size argument. The content pf
the buffer shall not change during the lifetime of the command (see 5.5) gs
viewed by the application client.

Data-Out Buffer Size: The number of bytes available for data transfers from the Data-Out Buffer (sge
5.4.3).

CRN: When the .CRN is used, all commands on an |_T_L nexus shall include a CRN
argument that is incremented by one. The CRN shall be set to one for eagh
I_T_L nexus involving the SCSI port after the SCSI port receives a hard resgt
or.detects | T nexus loss. The CRN shall be set to one after it reaches the
maximum CRN value supported by the protocol. The CRN value zero shall e
reserved for use as defined by the SCSI transport protocol. It is not an error for
the application client to provide a CRN when CRN is not supported by the SC$I
transport protocol or logical unit. See the SCSI transport protocol standards for
rules regarding CRN checking.

Command Priority: The priority assigned to the command (see 8.7).
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tput arguments:

Data-In Buffer:

A buffer (see 5.4.3) to contain command specific information returned by the
logical unit by the time of command completion. The Execute Command
procedure call shall not return a GOOD status or CONDITION MET status
unless the buffer contents are valid. The application client shall treat the buffer
contents as invalid unless Execute Command procedure call returns a GOOD
status or CONDITION MET status. While some valid data may be present for
other values of status, the application client should rely on addition

On

Th
OR|

5.]

Th

Fo
the

Sense Data:

Sense Data Length:
Status:

Status Qualifier:

command complete:

service delivery or
target failure:

cofmmand.

All

e of the following SCSI transport protocol specific service responses shall be returned:

e SCSI transport protocol eyents corresponding to a response of COMMAND COMPLETE Or SERVICE DELIVH
TARGET FAILURE shall be specified in each SCSI transport protocol standard.

P Command descriptor block (CDB)

e CDB defines the operation to be performed by the device server. See SPC-4 for the CDB formats.

information from the logical unit (e.g., sense data) to determine the state of thje
buffer contents. If the command terminates with a service response of SERVIQE
DELIVERY OR TARGET FAILURE, the application client shall consider the' buffer fo
be undefined.

A buffer containing sense data returned in the same 1 F‘L Q nexys
transaction (see 3.1.50) as a CHECK CONDITION status (see 5.13). The
buffer length is indicated by the Sense Data Length argument. If the commar|d
terminates with a service response of SERVICE DELIVERY'GR TARGET FAILURE, tHe
application client shall consider the sense data to be(undefined.

The length in bytes of the Sense Data (see 5.13).

A one-byte field containing command completion status (see 5.3). If tHe
command terminates with a service respohse of SERVICE DELIVERY OR TARGHT
FAILURE, the application client shall conisider command completion status to He
undefined.

Additional information about the, indicated command completion status (s€e
5.3.2).

A logical unit respense indicating that the command has completed. The Statys
argument shallhave one of the values specified in 5.3.

The command has been terminated due to a service delivery failure (sge
3.1.116)0"SCSI target device malfunction. All output arguments are invalid.

RY

I all commands, if the logical unit detects an invalid field in the CDB, then the logical unit shall not procgss

Some operation codes provide for modification of their operation based on a service action. In such cases, the
combination of operation code value and service action code value may be modeled as a single, unique
command. The location of the SERVICE ACTION field in the CDB varies depending on the operation code value.

All CDBs shall contain a CONTROL byte (see table 32). The location of the CONTROL byte within a CDB depends
on the CDB format (see SPC-4).
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Table 32 — CONTROL byte

Bit 7 6 5 4 3 2 1 0

Vendor specific Reserved NACA Obsolete | Obsolete

All SCSI transport protocol standards shall define as mandatory the functionality needed for a logical unit to

uuuuu bt

im

Thie NACA (Normal ACA) bit specifies whether an auto contingent allegiance (ACA)

co
es
sp
un
Th
(sq
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to

5.8 Status

5.3

Th
wh

1 + 4
UICTTICTTIU UTS TNAUAT UTL.

mmand terminates with CHECK CONDITION status. A NACA bit set to one specifies that an ACA shall

peified in 5.9. Actions that may be required when an ACA is not established are described in,5:8. All logi
ts shall implement support for the NACA value of zero and may support the NACA value @f’one (i.e., AC
e ability to support a NACA value of one is indicated with the NORMACA bit in the standard INQUIRY d
e SPC-4).

ne NACA bit is set to one but the logical unit does not support ACA, the command shall be terminated W
ECK CONDITION status, with the sense key set to ILLEGAL REQUEST, and'the additional sense code
NVALID FIELD IN CDB.

.1 Status codes

e status codes are specified in table 33. Status shall besent from the device server to the application cli
enever a command completes with a service response of COMMAND COMPLETE.

Table 33 — Status codes

is establishedif lhe

be

ablished. A NACA bit set to zero specifies that an ACA shall not be established. The actions \fer ACA are

cal
A).
hta

ith
5et

De

Code Status g::;?;gg Service response
00h GOOD Yes COMMAND COMPLETE
02h CHECKCONDITION Yes COMMAND COMPLETE
04h CONDITION MET Yes COMMAND COMPLETE
08h BUSY Yes COMMAND COMPLETE
10h Obsolete
14h Obsolete
18h RESERVATION CONFLICT Yes COMMAND COMPLETE
22h Obsolete
28h TASK SET FULL Yes COMMAND COMPLETE
30h ACA ACTIVE Yes COMMAND COMPLETE
40h TASK ABORTED Yes COMMAND COMPLETE

All other codes | Reserved

finitions for each status code are as follows:

GOOD. This status indicates that the device server has completed the command without error.

CHECK CONDITION. This status indicates that sense data has been delivered in the buffer defined by the
Sense Data argument to the Execute Command procedure call (see 5.13). Additional actions that are
required when CHECK CONDITION status is returned are described in 5.8.
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CONDITION MET. The use of this status is limited to commands for which it is specified (see t
PRE-FETCH commands in SBC-3).

he

BUSY. This status indicates that the logical unit is busy. This status shall be returned whenever a logical unit
is temporarily unable to accept a command. The recommended application client recovery action is to issue

the command again at a later time.

If the UA_INTLCK_CTRL field in the Control mode page contains 11b (see SPC-4), termination of a command
with BUSY status shall cause a unit attention condition to be established for the SCSI initiator port on the |_ T

nexus that sent the command with an additional sense code set to PREVIOUS BUSY STATUS.

The status qualifier, when supported by a SCSI transport protocol, may provide the SCSI initiator portow
magqre information about when the command should be retransmitted (see 5.3.2).

RESERVATION CONFLICT. This status shall be returned whenever a command is sent by ansapplicat
clignt to a logical unit in a way that conflicts with an existing reservation. (See the PERSISTENT RESER
OUT command and PERSISTENT RESERVE IN command in SPC-4.)

If the UA_INTLCK_CTRL field in the Control mode page contains 11b (see SPC-4), termination of a commg
with RESERVATION CONFLICT status shall cause a unit attention condition to be established for the S(
initfiator port on the I_T nexus that sent the command with an additional sense,code set to PREVIO
REHSERVATION CONFLICT STATUS.

TASK SET FULL. When the logical unit has at least one command in the task’set for an |_T nexus and a |

of fask set resources prevents the logical unit from accepting an additionalcommand received from that |

nekus into the task set, TASK SET FULL status shall be returned. When the logical unit has no commang
thg task set for an |_T nexus and a lack of task set resources prevents accepting a received command fr
thgt I_T nexus into the task set, BUSY status should be returned;

logical unit should allow at least one command in the task-.set for each supported |_T nexus (i.e., a logi
un(t should allow at least one command into the task set foreach |_T nexus that has been identified in a S(
trapsport protocol specific manner (e.g., a login), or by.the’successful reception of a command).

The status qualifier, when supported by a SCSI transport protocol, may provide the SCSI initiator port w
mgqre information about when the command should’be retransmitted (see 5.3.2).

If the UA_INTLCK_CTRL field in the Control mode page contains 11b (see SPC-4), termination of a commg
with TASK SET FULL status shall cause a'unit attention condition to be established for the SCSI initiator g
on|the |_T nexus that sent the command with an additional sense code set to PREVIOUS TASK SET FU
STATUS.

ACA ACTIVE. This status shallbe returned as described in 5.9.2 and 5.9.3 when an ACA exists within a t
sef. The application client may reissue the command on the same |_T nexus after the ACA condition has bg

SK ABORTED. _This status shall be returned when a command is aborted by a command or t4
mgnagement functioh.on another |_T nexus and the Control mode page TAS bit is set to one (see 5.6).

5.3.2 Status_qualifier

Th status:qualifier provides additional information about the reason for the status code (see 5.3.1).
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The(status qualifier format is as shown in table 34.

Table 34 — Status qualifier format

Bit
Byte 7 6 5 4 3 2 1 0
0 SCOPE (MSB)
QUALIFIER _
1 (LSB)
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The scorpeE field (see table 35) indicates the logical unit(s) to which the status qualifier applies.

Table 35 — scoPE field

Code Affected logical unit(s) Affected nexus(es)
00b The logical unit addressed by the command associated with the All|_T nexus(es).
status
All logical units accessible by the SCSI target port through which L_T nexus throughwith
Q1b : . the status was
the command associated with the status was routed.
returned.
10b All logical unit(s) contained within the SCSI device that contains the Al |_Texus(es)
logical unit addressed by the command associated with the status. A '
11b Reserved
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The QUALIFIER field (see table 36) indicates additional information about the reason for the status code.

Table 36 — QUALIFIER field

Status code

QUALIFIER field

Description

All

0000h

No additional information (i.e., the same as returning no status

The application client should stop sending commands to the

qualifier)
The number of 100 ms increments the application client-shoyld
0001h - 3FEFh wait before sending another command to the logical unitﬁ‘s)
indicated by the scoPE field using the nexus(es) indicated by the
SCOPE field.
3FFOh - 3FFDh Reserved
BUSY

3FFEh logical unit(s) indicated by the scope\field using the nexus(gs)
indicated by the SCOPE field.
The logical unit(s) indicated by the scopPe field are not able [to
3FFFh accept the command because they are servicing too many other

|_T nexuses.

TA

SK SET FULL 2

0001h - 3FEFh

The application client” should wait before sending anoth
command to the lagical unit on any |_T nexus until:

a) atleast the number of 100 ms increments indicated in the

QUAUFIER field have elapsed; or
b) aicommand addressed to the logical unit on any I]
nexus completes or terminates.

[T

3FFOh - 3FFFh Reserved
GOOD 0001h - 3FFFh Reserved
CHECK
CONDITION 0001h - 3FFFh Reserved
CONDITION MET 0001h-< 3FFFh Reserved
RESERVATION
CONELICT 0001h - 3FFFh Reserved
ACA ACTIVE 0001h - 3FFFh Reserved
TASK ABORTED 0001h - 3FFFh Reserved
All others 0001h - 3FFFh Reserved

@ The scopE field shall be set to zero.

5.3.3 Status precedence

If a device server detects that more than one of the following conditions applies to a completed command, it
shall select the condition to report based on the following precedence:

1) an ACA ACTIVE status;
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2) a CHECK CONDITION status for any of the following unit attention conditions (i.e., with a sense key

set to UNIT ATTENTION and one of the following additional sense codes):
A) POWER ON, RESET, OR BUS DEVICE RESET OCCURRED;

B) POWER ON OCCURRED;

C) SCSIBUS RESET OCCURRED;

D) MICROCODE HAS BEEN CHANGED;

E) BUS DEVICE RESET FUNCTION OCCURRED;

F) DEVICE INTERNAL RESET,

G) COMMANDS CLEARED BY POWER LOSS NOTIFICATION; or

H) T_T NEXUS LOSS OCCURRED;
3) a RESERVATION CONFLICT status;

and

4) a status of:
A) CHECK CONDITION, other than with a sense key set to ILLEGAL REQUEST-or for any reas
not listed in 2);
B) GOOD;
C) CONDITION MET; or
D) TASK ABORTED.

NOTE 10 The names of the unit attention conditions listed in this subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usage in SAM-2. The use of these unit attention condition names is not to be
interpreted as a description of how the unit attention conditions are represented by any given SCSI transport
protocol.

a) BUSY status;
b) TASK SET FULL status; or
c) CHECK CONDITION status with a sense key'set to ILLEGAL REQUEST.

y unit attention condition that was established for all logical units (e.g., REPORTED LUNS DATA H
ANGED) should be reported with a higher precedence than a CHECK CONDITION status with a ser
set to ILLEGAL REQUEST and an additional sense code set to LOGICAL UNIT NOT SUPPORTED.

.1 Overview

e SCSI transport protocol services that support the Execute Command procedure call are described
. The following grfoups of SCSI transport protocol services are described:

a) the SCS8Jransport protocol services that support the delivery of the command and status (see 5.4
and

b) thexSCSI transport protocol services that support the data transfers associated with processing
command (see 5.4.3).

on

se

n

5.4.2.1 Command and status SCSI transport protocol services overview

All SCSI transport protocol standards shall define the SCSI transport protocol specific requirements for
implementing the Send SCSI Command request (see 5.4.2.2), the SCSI Command Received indication
(see 5.4.2.3), the Send Command Complete response (see 5.4.2.4), and the Command Complete

Re

ceived confirmation (see 5.4.2.5) SCSI transport protocol services.

All SCSI initiator devices shall implement the Send SCSI Command request and the Command Complete
Received confirmation SCSI transport protocol services as defined in the applicable SCSI transport protocol
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standards. All SCSI target devices shall implement the SCSI Command Received indication and the Send
Command Complete response SCSI transport protocol services as defined in the applicable SCSI transport
protocol standards.

5.4.2.2 Send SCSI Command SCSI transport protocol service request

An application client uses the Send SCSI Command SCSI transport protocol service request to request that a
SCSl initiator port send a command.

Send-SCS| Command-SCSl transport-protocol service reguest:
L Lol bt

Send SCSI Command (IN (L_T_L_Q Nexus, CDB, Task Attribute, [Data-In Buffer Size],
[Data-Out Buffer], [Data-Out Buffer Size], [CRN], [Command Priority], [Fir$
Burst Enabled] ))

~—-

Ingut arguments:

I_T_L _QNexus: Thel_T_L_Q nexus identifying the command (see 4(8)
CDB: Command descriptor block (see 5.2).

Task Attribute: A value specifying one of the task attributes defined in 8.6. For specific
requirements on the Task Attribute argument see 5.1.

Data-In Buffer Size: The number of bytes available for data transfers to the Data-In Buffer (sge
5.4.3). SCSI transport protocols may interpret the Data-In Buffer Size to include
both the size and the location of.the Data-In Buffer.

Data-Out Buffer: A buffer containing command specific information to be sent to the logical unit
(e.g., data or parameter lists’needed to process the command (see 5.1)). The
content of the Data-Qut ‘Buffer shall not change during the lifetime of the
command (see 5.5) as, viewed by the application client.

Data-Out Buffer Size: The number of bytes available for data transfers from the Data-Out Buffer (sge
5.4.3).

CRN: When CRN.is used, all commands on an |_T_L nexus include a CRN argument
(see 5.1).
Command Priority: The-priority assigned to the command (see 8.7).

First Burst Enabled: (Anargument specifying that a SCSI transport protocol specific number of bytgs
from the Data-Out Buffer shall be delivered to the logical unit without waiting for
the device server to invoke the Receive Data-Out SCSI transport protocpl
service.

5.4.2.3 SCSI Gommand Received SCSI transport protocol service indication

The task router (see 4.6.8) uses the SCSI Command Received SCSI transport protocol service indication to
nojify-a task manager that it has received a command.

SCSI Command Received (IN (I_T_L_Q Nexus, CDB, Task Attribute, [CRN], [Command Priority],
[First Burst Enabled] ))
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Input arguments:

LT _L_QNexus: Thel T_L_ Q nexus identifying the command (see 4.8).

CDB: Command descriptor block (see 5.2).

Task Attribute: A value specifying one of the task attributes defined in 8.6. For specific

requirements on the Task Attribute argument see 5.1.

CRN: When a CRN argument is used, all commands on an I_T_L nexus include a

5.4

A device server uses the Send Command Complete SCSI transport protocol service response to request t

ad
Se

Send Command Complete (IN (I_T_L_Q Nexus, [Sense Data],/ [Sense Data Length], Status,

Ing

5.4

A
no

Co

CRN argument (see 5.1).

Command Priority: The priority assigned to the command (see 8.7).

service.

.2.4 Send Command Complete SCSI transport protocol service response

bCSI target port transmit command complete information.

nd Command Complete SCSI transport protocol service response:

Service Response, [Status Qualifier] ))

ut arguments:

with sense data to the SCSI initiator port (see 5.13).

Status: Conimand completion status (see 5.1).

bCSI initiator port uses the Command Complete Received SCSI transport protocol service confirmatior

ify an application client that it has received command complete information.

mmand Complete Received SCSI transport protocol service confirmation:

First Burst Enabled: An argument specifying that a SCSI transport protocol specific number.of bytg
from the Data-Out Buffer are being delivered to the logical unit without waitin
for the device server to invoke the Receive Data-Out SCSI transport protoc

I_T_L_QNexus: Thel _T_L_Q nexus. identifying the command (see 4.8).

Sense Data: If present, a Sense Data argument instructs the SCSI target port to complefe

Sense Data Length: The length\n bytes of the sense data to be returned to the SCSI initiator port.

Service Response: Possible service response information for the command (see 5.1).

Status Qualifier:) The Status Qualifier code for the command (see 5.3.2).

.2.5 Command Complete Received SCSI transport protocol service confirmation

[=A

hat

to

Command Complete Received (IN ( I_T_L_Q Nexus, [Data-In Buffer], [Sense Data], [Sense Data
Length], Status, Service Response, [Status Qualifier] ))
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Input arguments:

5.4

5.4

Th

inifiator port while processing commands. All SCSI transport protoco| standards shall define the protoc

req

Th
log
38
ma
cli
D

O 0

LT _L_QNexus: Thel T_L_ Q nexus identifying the command (see 4.8).

Data-In Buffer: A buffer containing command specific information returned by the logical unit

on command completion (see 5.1).

Sense Data: Sense data returned in the same |_T_L_Q nexus transaction (see 3.1.50) as
CHECK CONDITION status (see 5.13).

—Sense Data tengthr—The fengthimbytes of the Teceived sense data——————————
Status: Command completion status (see 5.1).
Service Response: Service response for the command (see 5.1).

Status Qualifier: The status qualifier for the command (see 5.3.2).
.3 Data transfer SCSI transport protocol services
.3.1 Introduction
e data transfer services described in 5.4.3 provide mechanisms for moving data to and from the S(

uired to implement these services.

e application client's Data-In Buffer and/or Data-Out Buffer eachyappears to the device server as a sing
ically contiguous block of memory large enough to hold all the data required by the command (see fig

a

S
Dls

le,
ire

. This standard allows either unidirectional or bidirectionalrdata transfer. The processing of a commgnd

on
he

y require the transfer of data from the application client Using the Data-Out Buffer, or to the applicat
nt using the Data-In Buffer, or both to and from the-application client using both the Data-In Buffer and
a-Out Buffer.
A
Application
Client

Byte Count Buffer Offset
equested by
pvice Server

Application

Client
Buffer Size

Figure 38 — Model for Data-In and Data-Out data transfers

This standard assumes that the buffering resources available to a logical unit are limited, and the buffer in the
logical unit may not be capable of containing all of the data required to be transferred for one command. Such
data needs to be moved between the application client and the logical unit in segments that are smaller than
the transfer size specified in the command. The amount of data moved per segment is usually a function of
the buffering resources available to the logical unit. Figure 38 shows the model for such incremental data
transfers.
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SCSI transport protocols may allow logical units to accept the initial portion of the Data-Out Buffer data, called
the first burst, along with the command without waiting for the device server to invoke the Receive Data-Out
SCSI transport protocol service. This is modeled using Receive Data-Out protocol service calls for which the
SCSI transport protocol may have moved the first burst prior to the call.

SCSI transport protocols that define a first burst capability shall include the First Burst Enabled argument in
their definitions for the Send SCSI Command and SCSI Command Received SCSI transport protocol
services. Logical units that implement the first burst capability shall implement the FIRST BURST SIzE field in the
Disconnect-Reconnect mode page (see SPC-4).

The STPL confirmed services specified in 5.4.3.2 and 5.4.3.3 are used by the device server o request {he
transfer of data to or from the application client Data-In Buffer or Data-Out Buffer, respectively. The~S¢SI
inifiator device SCSI transport protocol service interactions for data transfers are unspecified.

Thie movement of data between the application client and device server is controlled by)the following
arguments:

Application Client The total number of bytes in the application client's buffer\(i.e., equivalent {o
Buffer Size: Data-In Buffer Size for the Data-In Buffer or equivalent to. Data-Out Buffer Size
for the Data-Out Buffer).

Application Client Offset in bytes from the beginning of the applieation client's buffer (Data-In ¢r
Buffer Offset: Data-Out) to the first byte of transferred datac

BByte Count Bequested_ Number of bytes to be moved by the data-transfer request.
by Device Server:

For any specific data transfer SCSI transport protocol servicerequest, the Byte Count Requested by Devjce
Serrver is less than or equal to the combination of Application Client Buffer Size minus the Application
Client Buffer Offset.

application client's buffer that have an arbitrary(offset and byte count. Buffer access is sequential wHen
sugcessive transfers access a series of increasing, adjoining buffer segments. Support for random buffer
acgess by a SCSI transport protocol standard’is optional. A device server implementation designed for gny
S{SI transport protocol implementation should be prepared to use sequential buffer access when necessary.

Rdgndom buffer access occurs when the device server requests data transfers to or from segments of’_](he

If 3 SCSI transport protocol supports‘tandom buffer access, the offset and byte count specified for each data
segment to be transferred may overlap. In this case the total number of bytes moved for a command is ndt a
rellable indicator of highest byte\transferred and shall not be used by a SCSI initiator device or SCSI target
deyice implementation to determine whether all data has been transferred.

All[SCSI transport protocelstandards shall define support for a resolution of one byte for the Application Clignt
Buffer Size argument.

SdSI transport pretocol standards may define restrictions on the resolution of the Application Client Buiffer
Offset argumeni i SCSI transport protocol standards may define restrictions on the resolution of the Requpst
Byte Countargument for any call to Send Data-In or any call to Receive Data-Out that does not transfer the
lagt byte ofthe Application Client Buffer.

Thjsrstandard provides only for the transfer phases to be sequential. Provision for overlapping transfer phages

The STPL confirmed services specified in 5.4.3.4 are used by the task manager or device server to terminate
partially completed transfers to the Data-In Buffer or from the Data-Out Buffer. The Terminate Data Transfer
SCSiI transport protocol service requests that one or more Send Data-In or Receive Data-Out SCSI transport
protocol service requests be terminated by a SCSI target port.
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5.4.3.2 Data-In delivery service
5.4.3.2.1 Send Data-In SCSI transport protocol service request

A device server uses the Send Data-In SCSI transport protocol service request to request that a SCSI target
port send data.

Send Data-In SCSI transport protocol service request:

Send Data-In  (IN (I_T_L_Q Nexus, Device Server Bufifer,
Application Client Buffer Offset, Request Byte Count ))

Ingut arguments:

I_T_L_QNexus: Thel_T_L_Q nexus identifying the command (see 4.8).
Device Server Buffer: The buffer in the device server from which data is to be transferred.

Application Client Offset in bytes from the beginning of the application’ client's buffer (i.e., the
Buffer Offset: Data-In Buffer) to the first byte of transferred data,

Request Byte Count: Number of bytes to be moved by this request:

5.4.3.2.2 Data-In Delivered SCSI transport protocol service confirmation
A $CSI target port uses the Data-In Delivered SCSI transport protocol service confirmation to notify a devjce
sefver that it has sent data.

Dgta-In Delivered SCSI transport protocol service confipmation:

Data-In Delivered (IN (I_T_L_Q NexusyDelivery Result))

Thiis confirmation notifies the device server that the specified data was successfully delivered to fhe
application client buffer, or that a servicé delivery subsystem error occurred while attempting to deliver the
daja.

Ingut arguments:

L_T_L_Q Nexus:*, .The |_T_L_Q nexus identifying the command (see 4.8).

Delivery Result: an encoded value representing one of the following:
DELIVERY SUCCESSFUL: The data was delivered successfully.
DELIVERY FAILURE: A service delivery subsystem error occurred while
attempting to deliver the data.

5.4.3.3 Data-Out delivery service

5.4.3:3.1 Receive Data-Out SCSI fransport protocol service request

A device server uses the Receive Data-Out SCSI transport protocol service request to request that a SCSI
target port receive data.

Receive Data-Out SCSI transport protocol service request:

Receive Data-Out (IN (I_T_L_Q Nexus, Application Client Buffer Offset, Request Byte Count,
Device Server Buffer))
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Input arguments:

If
an
un

indluded a First Burst Enabled argument and random buffer access is supported, first burst'data should

tra
su

5.4.3.3.2 Data-Out Received SCSI transport protocol service confirmation

A $CSl target port uses the Data-Out Received SCSI transport protocol service'confirmation to notify a dev

se

Dgta-Out Received SCSI transport protocol service confirmation:

Th
bu

Ingut arguments:

5.4.3.4 Terminate Data Transfer service
5.4.3.4.1 Terminate‘Data Transfer SCSI transport protocol service request

A device serveror task manager uses the Terminate Data Transfer SCSI transport protocol service reques
request thaf\a)SCSI target port terminate data transfers.

Te

LT _L_QNexus: Thel T_L_ Q nexus identifying the command (see 4.8).

Application Client Offset in bytes from the beginning of the application client's buffer (i.e., th
Buffer Offset: Data-Out Buffer) to the first byte of transferred data.

Device Server Buffer: The buffer in the device server to which data is to be transferred.

he SCSI Command Received SCSI transport protocol service included a First Burst Enabled argum
il all first burst data has been transferred. If the SCSI Command Received SCSI transport pretocol serv

hsferred to the Device Server Buffer but first burst data may be re-transferred across$ ‘a’service deliv
hsystem.

'ver that it has received data.

Data-Out Received (IN (I_T_L_Q Nexus, Delivery Result ))

s confirmation notifies the device server that the requested data has been successfully delivered to
fer, or that a service delivery subsystem error occurred while attempting to receive the data.

I_T_L_QNexus: Thel T_L_Q nexus identifying the command (see 4.8).

Delivery Result: an encoded.value representing one of the following:
DELWERY SUCCESSFUL:The data was delivered successfully.
DELIVERY FAILURE: A service delivery subsystem error occurred while
attempting to receive the data.

minate Data Transfer SCSI transport protocol service request:

Terminate Data Transfer (IN ( Nexus ))

Input argument:

Nexus: An|_Tnexus,|_T L nexus,orl_T L _Q nexus (see 4.8).

e

bnt

H random buffer access is not supported, first burst data shall be transferred to the Device Server Buffer

ce
be

Bry

ce

its

The SCSI target port terminates all transfer service requests for the specified nexus (e.g., ifan I_T_L nexus is
specified, then the SCSI target port terminates all transfer service requests from the logical unit for the
specified SCSI initiator port).
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5.4.3.4.2 Data Transfer Terminated SCSI transport protocol service confirmation

A SCSI target port uses the Data Transfer Terminated SCSI transport protocol service confirmation to notify a
device server or task manager that it has terminated all outstanding data transfers for a specified nexus.

Da

ta Transfer Terminated SCSI transport protocol service confirmation:

Data Transfer Terminated (IN ( Nexus))

Ing

Th
ne

transport protocol service confirmation has been sent in response to a Terminate Data Transfer S(

tra
co

5.

Th
vig
vig

An

transport protocol service request is invoked until the application client receives one of the following S(

tar|

ut argument:

Nexus: An| Tnexus,| T Lnexus,orl T L Q nexus (see 4.8).

s confirmation is returned in response to a Terminate Data Transfer request whether or not the specifi

hsport protocol service request, Data-In Delivered or Data-Out Received SCSI transport protocol sery,
hfirmations shall not be sent for the commands specified by the nexus.

b Command lifetimes

s subclause specifies the events delimiting the beginning and end (i.e., lifetime) of a command from

wpoint of the beginning and end of a command as the device server.

application client maintains an application client command from the time the Send SCSI Command S(

et device responses:

a) a service response of COMMAND COMPLETE for that command;
b) natification of a unit attention condition’with one of the following additional sense codes;

containing the command,;
B) any additional serise*code whose ADDITIONAL SENSE CODE field contains 29h (e.g., POWER

OCCURRED; BUS DEVICE RESET FUNCTION OCCURRED; DEVICE INTERNAL RESET;
I_T NEXUSILOSS OCCURRED); or
C) MICROCODE HAS BEEN CHANGED.
c) notification'that the task manager has detected the use of a duplicate |_T_L_Q nexus (see 5.10);
d) a service response of FUNCTION COMPLETE following an ABORT TASK task management funct
directed to the specified command;
e) , a,Service response of FUNCTION COMPLETE following an ABORT TASK SET or a CLEAR TASK §

task management function directed to the task set containing that command;

| 1)} a service response of FUNCTION coMPIETE following an | T NEXUS RESET task managems

function delivered on the |_T nexus used to deliver that comn;and;

RESET, OR BUSJDEVICE RESET OCCURRED; POWER ON OCCURRED; SCSI BUS RESE'I:

ed

Kus existed in the SCSI target port when the request was received. After a Data Transfer Terminated SCSI

Sl
ce

wpoint of the application client and device server. The task router and task manager have the same

Sl
Sl

A) any additional sense code whose ADDITIONAL SENSE CODE field contains 2Fh (e.g., COMMANDS
CLEARED BY ANOTHERJINITIATOR, COMMANDS CLEARED BY POWER LOSS NOTIFI-
CATION or COMMANDS'CLEARED BY DEVICE SERVER), if in reference to the task $et

N

or

g) a service response of FUNCTION COMPLETE in response to a LOGICAL UNIT RESET task

management function directed to the logical unit;

h) a service response of FUNCTION COMPLETE following a QUERY TASK task management function

directed to the specified command; or

i) a service response of FUNCTION COMPLETE following a QUERY TASK SET task management function

directed to the specified task set.

NOTE 11 Items other than a) assume in-order delivery (see 4.4.3).
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If a service response of SERVICE DELIVERY OR TARGET FAILURE is received for a command (e.g., when an |_T
nexus loss is detected by the SCSI initiator port), the application client shall maintain an application client
command to represent the command until the application client has determined that the command is no
longer known to the device server.

Th
Th

When a SCSI transport protocol does not require state synchronization (see 4.4.2), there*'may be a time sk
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.6 Aborting commands

NOTE 12 The names of the unit attention conditions listed in the subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usage in SAM-2. The use of these unit attention condition names is not to be
interpreted as a description of how the unit attention conditions are represented by any given SCSI transport
protocol.

e device server shall create a command upon receiving a SCSI Command Received indication.
e command shall exist until:

a) the device server sends a SCSI transport protocol service response for the command_of commA
COMPLETE; or
b) the command is aborted as described in 5.6.

ween the completion of a device server request-response transaction as seen by the application client g
vice server. As a result, the lifetime of a command as it appears to the application’client is different from
time observed by the device server.

Ime commands initiate background operations that are processed aftérthe command is no longer in
k set (i.e., status has been returned for the command) (e.g., a SEND. DIAGNOSTIC command when ug
nitiate a background self-test (see SPC-4) or a write command wher'write cache is enabled (see SBC-
ckground operations may be aborted by power on, hard reset0x fogical unit reset. Background operatig
bl not be aborted by |_T nexus loss or power loss expected.

ckground operations may generate deferred errors that\are reported in the sense data for a subsequ
mmand (see SPC-4). Information that a deferred errorzoccurred may be cleared before it is reported (e
power on, hard reset, or logical unit reset). Deferred errors should not be cleared by |_T nexus loss
ver loss expected.

uired command processing has been completed is vendor specific.

command is aborted when,a’SCSI device condition (see 6.3), command, or task management funct
Ises termination of the'command prior to its completion by the device server.

Vice.

Table 37 — SCSI device conditions that abort commands in a SCSI initiator device

ND
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less a command completes with a GOOD status or CONDITION MET status, the degree to which the

on

e table 37 for a list\of‘the SCSI device conditions that cause commands to be aborted in a SCSI initidtor

SCSldevice condition Scope Reference

Power on All commands in the SCSI initiator device. 6.3.1

Hard reset AI'I' commands with an |_T nexus involving the SCSI 6.3.2
initiator port.

|_T nexus loss All commands associated with the lost |_T nexus. 6.3.4

SCSI transport

protocol specific As defined by the applicable SCSI transport protocol standard.

conditions
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See table 38 for a list of the SCSI device conditions that cause commands to be aborted in a SCSI target

device.
Table 38 — SCSI device conditions that abort commands in a SCSI target device
Unit attention
condition (see
. TASK
SCSI device Scope 5.14) BORTE Reference:
condition additional A au
. status
sense code, if
any
Hower on All commgnds in the SCSI No 6.3.1
target device.
All commands in all logical
Hard reset units to which the SCS.I Yes. ér po © 6.3.2
target port has access in the
SCSi target device.
; ; See table 47
Logical unit reset ° :\rl]litc;ommands in the logical Yes or no ¢ 6.3.3and 7.1
In each logical unit to which
the SCSI target port has
I| T nexus loss b access, all commands No 6.3.4and 7.6
associated with the lost
|_T nexus.
COMMANDS
Hower loss All commands in the SESI CLEARED BY No 6.3.5
gxpected target device. POWER LOSS e
NOTIFICATION
3CSI transport
drotocol specific As defined by the applicable SCSI transport protocol standard.
donditions
4 “Yes” indicates that éach command that is aborted on an |_T nexus other than the one that caused the
SCSI device condition is completed with TASK ABORTED status, if the TAS bit is set to one in the Control
mode page (see-SPC-4). “No” indicates that no status is returned for aborted commands.
8 This SCSI devige condition is able to be invoked by a task management function listed in table 39.
9 If the hard.feset is caused by a particular |_T nexus (e.g., by a SCSI transport protocol-specific tgsk
managément function), then “yes” applies. Otherwise, “no” applies.
9 If thelogical unit reset is caused by a particular |_T nexus (e.g., by a LOGICAL UNIT RESET tgsk
management function), then “yes” applies. Otherwise (e.g., if triggered by a hard reset), “no” applies.



https://standardsiso.com/api/?name=2c3487a1911c557816e85b7fc44021af

-100 - 14776-414 © ISO/IEC:2009(E)

See table 39 for a list of the task management functions that cause commands to be aborted.

Table 39 — Task management functions that abort commands

Unit

attention
Task management condition TASK
. Scope (see 5.14) ABORTED Reference_
Tunctuon ] b

additional status

sense code,
if any 2
Command specified by

NBORT TASK the |_T_L_Q Nexus None No 6.3.1 and 7.2

(_T_L_Q nexus)
argument.

All commands in the task
set with the same

ABORT TASK SET I_T nexus as that None No 6.3.2 and 7.3
(I_T_L nexus) o
specified by the
I_T_L Nexus argument.
COMMANDS
PLEAR TASK SET All commands in the task | C-EARED
(I_T_L nexus) set © BY Yes 75
- ANOTHER
INITIATOR
LOGICAL UNIT

RESET (I_T L nexus) See table 38 for a description of the logical unit reset condition.

| TNEXUS RESET

See table 38.for a description of the |_T nexus loss condition.
(I_T nexus)

! If the TAS bit is set to zero in the“Control mode page (see SPC-4), the device server creates this upit
attention condition for each'l. T nexus that had command(s) aborted other than the |_T nexus that
delivered the task management function. If the TAsS bit is set to one in the Control mode page (s¢e
SPC-4), the device server does not create this unit attention condition.
“Yes” indicates that each command that is aborted on an |_T nexus other than the one that delivered the
task management-function is completed with TASK ABORTED status, if the TAS bit is set to one in the
Control mode-page. “No” indicates that no status is returned for aborted commands.
If the TST field\is set to 001b (i.e., per |_T nexus) in the Control mode page (see SPC-4), there is one
task set per | T nexus, as a result, no other |_T nexuses are affected and CLEAR TASK SET |is
equivalent to ABORT TASK SET.
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See table 40 for a list of the command related conditions that cause commands to be aborted.

Table 40 — Command related conditions that abort commands

Unit attention
condition

(see 5.14) TASK
Command related conditions Scope T ABORTED | Reference
additional b
status
sense code,
if any 2
CHECK CONDITION status if:
a) the QERR field is set to 01b; and . COMMANDS
by the TST field is set to 000b (i.e All commands in CLEARED BY Yés 5.8.3 and
Y the task set. ANOTHER 5.9.9
shared) INITIATOR
in[the Control mode page (see SPC-4).
CHECK CONDITION status if:
a) the QERR field is set to 01b; and .
b) the TST field is set to 001b (i.e., per Al commandsc n Nohe No 583 ?nd
the task set. 5.9.9
|_T nexus)
in[the Control mode page (see SPC-4).
Copmpletion of a command with a mle(‘igrsrl](ns]z]\?vsit;]nthe
CHECK CONDITION status if the QERR 5.8.3 and
g \ same |_T nexusras None No g
figld is set to 11b in the Control mode - 5.9.2
dge (see SPC-4) the command that
Pag ' was terminated.
Processing of a PERSISTENT
RESERVE OUT command with a All'commands from COMMANDS
PREEMPT AND ABORT service action all |_T nexuses with | CLEARED BY Yes spch
with a reservation key that is associated the specified ANOTHER
with the |_T nexus on which the reservation key. INITIATOR
cgmmand was received (see SPC-4).
TtI\e return of an Execute Command The indicated
sqrvice response of SERVICE command None No 5.1
DELIVERY OR TARGET.FAILURE. ’
All commands with
the same |_T nexus
Tgrmination_of/an overlapped command. as the command None No 5.10
that was
terminated.
a|Ifdhe TAS bit is set to zero in the Control mode page (see SPC-4), the device server creates this |init

attention condition for each I_T nexus that had command(s) aborted other than the |I_T nexus that
delivered the task management function. If the TAS bit is set to one in the Control mode page (see SPC-4),
the device server does not create this unit attention condition.
“Yes” indicates that each command that is aborted on an |_T nexus other than the one that delivered the
command is completed with TASK ABORTED status, if the TAS bit is set to one in the Control mode page
(see SPC-4). “No” indicates that no status is returned for aborted commands.
As a result of the TsT field being set to 001b, there is one task set per |_T nexus, so no other |_T nexuses

are affected.
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If one or more commands are cleared or aborted, the affected commands are also cleared from the SCSI
initiator ports in a manner that is outside the scope of this standard.

When a device server receives a command or task management function on an |I_T nexus that causes
commands on the same |_T nexus to be aborted, the device server shall not return any notification that
commands have been aborted other than:

a) a completion response for the command or task management function that caused the command(s)
to be aborted; and

b) natification(s) associated with related effects of the command or task management function (e.g., a
reset unit attention condition).

When a device server receives a command or task management function on an |_T nexus thatcaudes
commands on other |_T nexuses to be aborted, the device server shall return any notifications for thgse
conmands based on the setting of the TAs bit in the Control mode page (see SPC-4):

a) if the TAs bit is set to zero, the device server:
A) shall not return status for the commands that were aborted; and
B) shall establish a unit attention condition for the SCSI initiator port associatéd ‘with each |_T neXus
containing commands that were aborted with an additional sense code sét as defined in table|39
and table 40;

or

b) if the TAS bit is set to one, the device server:
A) shall complete each aborted command with a TASK ABORTED status; and
B) shall not establish a unit attention condition for this reason.

Wien a logical unit completes one or more commands received on an |_T nexus with a status of TABK
ABORTED, the logical unit should complete all of the, affected commands before entering any other
conmands received on that |_T nexus into the task set.
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5.7 Command processing example

A command is used to show the events associated with the processing of a single device service request (see
figure 39). This example does not include error or exception conditions.

Application Client

Application Client Command

Th

5.8

An
de
Th

e —

— L
1 Activity 4 Time
Command
Working
> Activity 3 Time

Device Server

Figure 39 — Command processing events

e numbers in figure 39 identify the events described as follows:

SCSI Command SCSI transport protocol serviee“to send the CDB and other input parameters to
logical unit.

2) the device server is notified through a SCSFCommand Received indication containing the CDB &
command parameters. A command is ckeated and entered into the task set. The device server m
invoke the appropriate data delivery.service one or more times to complete command processing.

3) on command completion, the Send-Command Complete SCSI transport protocol service is invok
to return a GOOD status and a-service response of COMMAND COMPLETE.

4) a confirmation of Command-Complete Received is passed to the application client by the S(
initiator port.

.8 Commands that.complete with CHECK CONDITION status

.1 Overview

applicationclient uses the NACA bit in the CONTROL byte of the CDB (see 5.2) to specify whether or not
vice server establishes an ACA condition when it terminates a command with CHECK CONDITION stat
e méaning of the value in the NACA bit is as follows:

1) the application client command performs an Execute’Command procedure call by invoking the Seind

he

nd
ay

ed

LS|

he
S,

a) If the NACA bit is set fo zero_an ACA condition shall not be established; or

b) If the NACA bit is set to one, an ACA condition shall be established (see 5.9).

The requirements that apply when the ACA condition is not in effect are described in 5.8.2.

When a command terminates with a CHECK CONDITION status and an ACA condition is not established,
commands other than the command completing with a the CHECK CONDITION status may be aborted as
described in 5.8.3.
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5.8.2 Handling commands when ACA is not in effect
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Table 41 describes the handling of commands when an ACA condition is not in effect for the task set. The |_T
nexuses that are associated with a task set are specified by the TST field in the Control mode page (see

SPC-4).

Table 41 — Command handling when ACA is not in effect

New command properties

Device server action

ACA established if nevo;i
h

command terminates wi

Task NACA value a CHECK CONDITION

3ttribute 2 b status

Any task 0 No

attribute

pxcept the Process the command. °©

ACA task 1 Yes

attribute

ACA task 0 Process an invalid task attribute No

attribute 1 condition as described in 5.12. Yes

o > Q)

Task attributes are described in 8.6.
The NACA bit is in the CONTROL byte in the CDB (see 5.2);
All the conditions that affect the processing of commands'(e.g., reservations) apply.

5.8.3 Aborting commands terminated with a CHECK CONDITION status without establishing an AC/

When a command terminates with a CHECK-GONDITION status where the NACA bit is set to zero in
conmand’s CDB cONTRoOL byte (i.e., when‘@an/ACA condition is not established), commands in the dorm
conmand state or enabled command state-(see 8.5) may be aborted based on the contents of the TST fi

A

he
ANt
bld

anfl QERR field in the Control mode page (see SPC-4) as shown in table 42. The TST field specifies the typg of
tagk set in the logical unit. The QERRfield specifies how the device server handles commands in the blocKed
cojnmand state and dormant command state when another command terminates with a CHECK CONDITION
stgtus.
Table 42 — Aborting commands when an ACA is not established
QERR | TST Action
dob gand Commands other than the command terminated with a CHECK CONDITION status shdll
001b not be aborted.
000b All enabled and dormant commands received on all |_T nexuses shall be aborted (see
5.6).
01b All enabled and dormant commands received on the |_T nexus on which the CHECK
001b CONDITION status was returned shall be aborted (see 5.6). All commands received on
other |_T nexuses shall not be aborted.
000b All enabled and dormant commands received on the |_T nexus on which the CHECK
11b CONDITION status was returned shall be aborted (see 5.6). All commands received on
001b | other |_T nexuses shall not be aborted.
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5.9 Auto contingent allegiance (ACA)

5.9.1 ACA overview

The application client may request that the device server alter command processing when a command
terminates with a CHECK CONDITION status by establishing an ACA condition using the NACA bit in the
CONTROL byte (see 5.8.1).

The steps taken by the device server to establish an ACA condition are described in 5.9.2. Upon

es]

de

scribed in 5.9.2.

CONDITION status may be aborted and continued processing of other commands may be blocked

as

While the ACA condition is in effect and the TMF_ONLY bit is set to zero in the Control mode page (see SPC{4),

ne
un

that commands in-flight, when the CHECK CONDITION status occurs, are completed’unprocessed with
AQA ACTIVE status. Multiple commands may be sent one at a time using the ACAtask attribute to reco

fro

While the ACA condition is in effect and the TMF_ONLY bit is set to one, no néwCommands received by
lodical unit from the faulted I_T nexus are allowed to enter the task set.

While the ACA condition is in effect:

Th

5.9

When a device server terminates a command with a CHECK CONDITION status and the NACA bit was se

on

When an ACA condition is established,.cornmands in the dormant command state or enabled command st

(s4
Co
un
the

v commands received by the logical unit from the faulted |_T nexus are not allowed to enter the task
ess they have the ACA task attribute (see 8.6.5). One of the results of the ACA task attribute requiremen

m the event that resulted in the ACA condition without clearing the ACA condition.

a) new commands received on the faulted |_T nexus shall besandled as described in 5.9.3, and
b) new commands received on |_T nexuses other than-the faulted |_T nexus shall be handled
described in 5.9.4.

e methods for clearing an ACA condition are described 1r'5.9.5.

.2 Establishing an ACA

E in the CONTROL byte of the faulting command, the device server shall create an ACA condition.

ntrol mode page (see SPC-4) as'shown in table 43. The TST field specifies the type of task set in the logi
t. The QERR field specifies how'the device server handles commands in the blocked command state 3
dormant command state.when another command terminates with a CHECK CONDITION status.

set
s
an

er

he

as

to

hte

e 8.5) shall either be aborted or(locked based on the contents of the TST field and QERR field in the

cal
nd
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Table 43 — Blocking and aborting commands when an ACA is established

QERR TST Action

All enabled commands received on all |_T nexuses shall transition to the blocked
000b command state (see 8.8). All dormant commands received on all I_T nexuses shall
remain in the dormant command state.

dob All enabled commands received on the faulted |_T nexus shall transition to the blockgd
command state (see 8.8). All dormant commands received on the faulted |_T nexus'shall
001b remain in the dormant command state. All commands received on |_T nexuses other
than the faulted |_T nexus shall not be affected by the establishment lef this ACA
condition.

All enabled and dormant commands received on all I_T nexuses shall be aborted (see

000b | g

All enabled and dormant commands received on the faultedA_T nexus shall be abortgd
001b (see 5.6). All commands received on |_T nexuses other than the faulted |_T nexus sh3ll
not be affected by the establishment of this ACA condition:

All enabled and dormant commands received on the'faulted |_T nexus shall be abortgd
(see 5.6). All enabled commands received onX_ T nexuses other than the faulted | [T
000b nexus shall transition to the blocked command’ state (see 8.8). All dormant commands
received on |_T nexuses other than the faulted |_T nexus shall remain in the dormant
11b command state.

All enabled and dormant commands received on the faulted |_T nexus shall be abortgd
001b (see 5.6). All commands received on |_T nexuses other than the faulted |_T nexus sha3
not be affected by the establishment of this ACA condition.

An[ACA condition shall not cross task set-boundaries and shall be preserved until it is cleared as describeq in
5.9.5.

If the SCSI transport protocol does not enforce state synchronization as described in 4.6.14, there may b¢ a
time delay between the occurrence of the ACA condition and the time at which the application client beconjes
awjare of the condition.

5.9.3 Handling new commands received on the faulted I_T nexus when ACA is in effect

Table 44 describes the handling of new commands received on the faulted |_T nexus when ACA is in effedt.
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Table 44 — Handling for new commands received on a faulted I_T nexus during ACA

New command properties ACA ACA established if
command TMF ONLY . . new.commarlid
present value © Device server action terminates with
Task attribute 2 NIACA,, in the a CHECK CONDITION
value Task Set status
0 No 0 No ¢
Process the command. ©
1 No 0 Yes ¢
ACA task attribute
n/a n/a 1 Complete the command n/a
0or 1 Yes n/a with ACA ACTIVE status. n/a
Any task
attribute except 0or1 n/a n/a Complete the command n/a
the ACA task with ACA ACTIVE status.
attribute

Task attributes are described in 8.6.
The NACA bit is in the CONTROL byte in the CDB (see 5.2).
The TMF_ONLY bit is in the Control mode page (see SPC-4).

o 0O T o

condition.

€ |All the conditions that affect the processing of commands (e.g., reservations) apply.

If a command with the ACA task attribute terminates with.a €HECK CONDITION status, the existing ACA
condition shall be cleared and the value of the NACA(bit shall control the establishment of a new ACA

5.9.4 Handling new commands received on non-faulted I_T nexuses when ACA is in effect

5.9.4.1 Command processing permitted- for commands received on non-faulted

I_T nexuses during ACA

The device server shall process & PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT
sefvice action (see SPC-4) whjle an ACA condition is established when the command is received of a

nop-faulted |_T nexus.

5.9.4.2 Handling new commands received on non-faulted I_T nexuses when ACA is in effect

NOTE 13 The proeessing of specific commands (e.g., PERSISTENT RESERVE OUT command with a
PREEMPT AND.ABORT service action) received on a non-faulted I_T nexus, while an ACA condition is in
effect, providés SCSI initiator ports not associated with the faulted I_T nexus the opportunity to recover from
error conditions that the SCSI initiator port associated with the faulted |_T nexus is unable to recover by itself.

Thehandling of commands received on |_T nexuses other than the faulted |_T nexus depends on the value

n

the TSTfretd-mthe-Controtmode page (see SPC4Y:

Table 45 describes the handling of new commands received on |_T nexuses other than the faulted |_T nexus

when ACA is in effect.
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Table 45 — Handling for new commands received on non-faulted I_T nexuses during ACA

1sT field | New command New ACA established if new
value in properties !
command . . command terminates
Control . Device server action .
mode Task NACA pf—;rmltted . with a CHECK
. a p | during ACA CONDITION status
page attribute °| value
ACA task n/a n/a Complete the command n/a
attribute with ACA ACTIVE status.
Complete the command
0 No with BUSY status. /a
D00b Any task
attribute 1 No Complete the command n/a
except the with ACA ACTIVE status.
ACA task
attribute 0 Yes No ¢
Process the command,
1 Yes Yes ¢
0 Process an invalid task No
ACA task A Iy
attribute n/a — attnbutc_e con_d|t|on as
1 described in 5.12. Yes
D01b Any task
attribute
exceptthe | Oor1 n/a Process the command. © See 5.8.2.
ACA task
attribute
8| Task attributes are described in 8.6.
b [The NACA bit is in the CONTROL byte in“the CDB (see 5.2).
¢[See 5.9.4.1.
dlif a permitted command terminates“with a CHECK CONDITION status, the existing ACA condition shall be
cleared and the value of the NA€A bit shall control the establishment of a new ACA condition.
€| When the TsT field in the(Control mode page contains 001b, commands received on a non-faulted ||_T
nexus shall be processed as if the ACA condition does not exist (see 5.8.2). In this case, the logical unit
shall be capable of handling concurrent ACA conditions and sense data associated with each |_T nexus.
5.9.5 Clearing an*ACA condition
An| ACA condition shall only be cleared:
a)_, as-a result of a hard reset (see 6.3.2), logical unit reset (see 6.3.3), or I_T nexus loss (see 6.3.4);
b). “by a CLEAR ACA task management function (see 7. 4) received on the faulted |_T nexus;

ACA task attnbute rece|ved on the faulted | T nexus that clears the commands received on the faulted
I_T nexus (see SPC-4);
d) by a PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT service action with a
task attribute other than the ACA task attribute received on a non-faulted |_T nexus that clears the

commands received on the faulted |_T nexus;

e) when a command with the ACA task attribute received on the faulted |_T nexus terminates with a
CHECK CONDITION status; or
f) when a PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT service action
terminates with a CHECK CONDITION status.
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Cases e) and f) may result in the establishment of a new ACA based on the value of the NACA bit.

When an ACA condition is cleared and no new ACA condition is established, the state of all commands in the
task set shall be modified as described in 8.8.

5.10 Overlapped commands

An overlapped command occurs when a task manager or a task router detects the use of a duplicate | T L Q

ne

Sd

de

ect overlapped commands.

A fask manager or a task router that detects an overlapped command shall abort all commands ‘feceived
thg |_T nexus on which the overlapped command was received and the device server shall return a CHE

Cd

thg additional sense code shall be set to OVERLAPPED COMMANDS ATTEMPTED.

5

Th

NOTE 14 An overlapped command may be indicative of a serious error and, if not detected, may result in
corrupted data. This is considered a catastrophic failure on the part of the SCSlfnitiator device. Therefore,
vendor specific error recovery procedures may be required to guarantee the-data integrity on the medium.
The SCSI target device logical unit may return additional sense data to aid’inthis error recovery procedure
(e.g., sequential-access devices may terminate the overlapped command with the residue of blocks
remaining to be written or read at the time the second command was recCeived).

.11 Incorrect logical unit

in this subclause.

In

response to a REQUEST SENSE command,\a REPORT LUNS command, or an INQUIRY command

S{SI target device shall respond as defined,in)SPC-4.

An

y command except REQUEST SENSE,;REPORT LUNS, or INQUIRY:

a) shall be terminated with CHECK CONDITION status, with the sense key set to ILLEGAL REQUE
and with the additional sense code set to LOGICAL UNIT NOT SUPPORTED, if:
A) the SCSI target device is not capable of supporting the logical unit (e.g., some SCSI tar
devices support only one peripheral device); or
B) the SCSI target device supports the logical unit, but the peripheral device is not currer
connected“o the SCSI target device;

or

b) is respended to in a vendor specific manner, if:
A).&he SCSI target device supports the logical unit and the peripheral device is connected, but
peripheral device is not operational; or
B) the SCSI target device supports the logical unit but is incapable of determining if the periphg
device is connected or is not operational because the peripheral device is not ready.

Kus (see 4.6.6) in a command before that I_T_L_Q nexus completes its command lifetime (see 5.5)./4ch
Sl transport protocol standard shall specify whether or not a task manager or a task router is required to

on
CK

NDITION status for the overlapped command. The sense key shall be set to ABORTED-COMMAND gnd

e SCSI target device's response to a command addrfessed to an incorrect logical unit number is descriljed

he

he

ral

5.12 Task attribute exception conditions

If a command is received with a task attribute that is not supported or is not valid (e.g., an ACA task attribute
when an ACA condition does not exist), the command shall be terminated with CHECK CONDITION status
with the sense key set to ILLEGAL REQUEST and the additional sense code set to INVALID MESSAGE
ERROR.
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NOTE 15 The use of the INVALID MESSAGE ERROR additional sense code is based on its similar usage in
SAM-2. The use of the INVALID MESSAGE ERROR additional sense code is not to be interpreted as a
description of how the task attributes are represented by any given SCSI transport protocol.

Task attribute support should be reported with the Extended INQUIRY Data VPD page (see SPC-4).

5.13 Sense data

Se
Cd
co
stg

Se

hse data shall be made available by the logical unit in the event that a command terminates with a CHE
NDITION status or other conditions (e.g., the processing of a REQUEST SENSE command). The-forn1
ntent, and conditions under which sense data shall be prepared by the logical unit are specified in t
ndard, SPC-4, the applicable command standard, and the applicable SCSI transport protocol standard.

nse data associated with an |I_T nexus shall be preserved by the logical unit until:
a) the sense data is transferred;
b) a logical unit reset (see 6.3.3) occurs;

d) power loss expected (see 6.3.5) occurs.

When a command terminates with a CHECK CONDITION status, sense data 'shall be returned in the sa

I
it S
the

Co
no
fie

[=F|

Un
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=

_L_Q nexus transaction (see 3.1.50) as the CHECK CONDITION status: After the sense data is return
hall be cleared except when it is associated with a unit attention condition and the UA_INTLCK_CTRL fielg
Control mode page (see SPC-4) contains 10b or 11b.

mpletion with sense data in the same |_T_L_Q nexus transaction as a CHECK CONDITION status sh

d contains 10b or 11b.

.14 Unit attention condition

ch logical unit shall establish a unit attention condition whenever one of the following events occurs:

a) a power on (see 6.3.1), hard-reset (see 6.3.2), logical unit reset (see 6.3.3), |_T nexus loss (s
6.3.4), or power loss expected-(see 6.3.5) occurs;

b) Commands received on_this |_T nexus have been cleared by a command or a task managem
function associated withyanother |_T nexus and the TAS bit was set to zero in the Control mode pz
associated with this\l_T nexus (see 5.6);

c) the logical unit inventory has been changed (see 4.6.19.1); or

d) any other eventrequiring the attention of the SCSI initiator device.

it attention conditions are classified by precedence levels. Table 46 defines the unit attention condit
cedence levels.

c) an |_T nexus loss (see 6.3.4) occurs for the |_T nexus associated with the“preserved sense data; ¢r

affect ACA (see 5.9) or the sense data associated with a nit attention condition when the UA_INTLCK_CT
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Table 46 — Unit attention condition precedence level

Unit attention

Unit attention condition additional sense code condition
precedence
POWER ON, RESET, OR BUS DEVICE RESET OCCURRED highest

POWER ONOCCURREDOr
DEVICE INTERNAL RESET

SCSI BUS RESET OCCURRED or
MICROCODE HAS BEEN CHANGED or
protocol specific

BUS DEVICE RESET FUNCTION OCCURRED
I_T NEXUS LOSS OCCURRED
COMMANDS CLEARED BY POWER LOSS NOTIFICATION

all others Lowest

Fof unit attention conditions with the lowest precedence level with a given.ADDITIONAL SENSE CODE field val
thg unit attention condition with the ADDITIONAL SENSE CODE QUALIFIER(field set to 00h has higher preceder
level than the unit attention conditions with the ADDITIONAL SENSE CODE QUALIFIER field set to values other th
00h (e.g., PARAMETERS CHANGED has precedence over MODE PARAMETERS CHANGED and L(
PARAMETERS CHANGED). A unit attention condition with the [owest precedence level has equal priority W
alljunit attention conditions with the lowest precedence levelwith different ADDITIONAL SENSE CODE field valu

NOTE 16 The unit attention additional sense codesspecificity order defined in 6.2 determines which unit
attention condition is allowed to be established when certain conditions occur. The unit attention condition
precedence defined in this subclause determinesiwhich unit attention conditions are allowed to clear other
unit attention conditions if they have not yet been reported.

The device server shall maintain a queue-of unit attention conditions of unspecified order for each I_T nex
The queue should be large enough te-hold every unit attention condition that the device server is capable
reporting.

When a device server establishes“a unit attention condition:

1) the device server may clear unit attention conditions from the queue that are no longer needed
follows:

A) the device server may clear any pending unit attention conditions in the queue that have loy
precedence levels (e.g., BUS DEVICE RESET FUNCTION OCCURRED may clear |_T NEX
LOSS.OCCURRED and all unit attention conditions with a lower precedence); and

B) therdevice server should clear pending unit attention conditions that have the same additio
sense code (i.e., the device server should not add the same unit attention condition twice);

2) , ifba-queue slot is available, then:
A) if a higher precedence unit attention condition is not in the queue, the device server shall add

ce
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he

unit attention condition to the queue; or

B) if a higher precedence unit attention condition is in the queue, the device server should add the

unit attention condition to the queue.
In the sense data for the unit attention condition, the device shall either:

A) notinclude sense-key specific sense data; or
B) include sense-key specific sense data and set the OVERFLOW bit to zero (see SPC-4);

or

3) if a queue slot is not available, then the device server shall either:
A) replace any unit attention condition in the queue; or
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B) not add the unit attention condition to the queue.

The device server shall include sense-key specific sense data and set the OVERFLOW bit to one (see
SPC-4) for at least one unit attention condition in the queue.

If the device server establishes multiple unit attention conditions as a result of the same event or a series of
events, then it may establish the unit attention conditions in any order (e.g., in direct-access block devices, if a
MODE SELECT command changes the initial command priority value, the device server may report
PRIORITY CHANGED before MODE PARAMETERS CHANGED or may report MODE PARAMETERS
CHANGED before PRIORITY CHANGED).

Wiluen the device server reports and clears a unit attention condition, it:

a)
b)

may select any unit attention condition in the queue to report; and
shall clear the unit attention condition from the queue after reporting it.

A Uinit attention condition shall persist until the device server clears the unit attention conditionx Unit attentjon

co

f)

nditions are affected by the processing of commands as follows:

if an INQUIRY command enters the enabled command state, the device server shall process the
INQUIRY command and shall neither report nor clear any unit attention condition;
if a REPORT LUNS command enters the enabled command state, the deyice server shall process fhe
REPORT LUNS command and shall not report any unit attention condition;
if the UA_INTLCK_CTRL field in the Control mode page is set to O0b/(see SPC-4), the SCSI target
device shall clear any pending unit attention condition with an additional sense code of REPORTED
LUNS DATA HAS CHANGED established for the SCSI initiatorport associated with that |_T nexug in
each logical unit accessible by the |_T nexus on which the\REPORT LUNS command was received.
Other pending unit attention conditions shall not be cleared;
if the UA_INTLCK_CTRL field in the Control mode page-contains 10b or 11b, the SCSI target device shall
not clear any unit attention condition(s);
if a REQUEST SENSE command enters the enabled command state while a unit attention conditjon
exists for the SCSI initiator port associated with the |_T nexus on which the REQUEST SENBE
command was received, then the device sefver shall process the command and either:
A) report any pending sense data as parameter data and preserve all unit attention conditions on fhe

logical unit; or
B) report a unit attention condition ‘as parameter data for the REQUEST SENSE command to the

SCSl initiator port associated with the |_T nexus on which the REQUEST SENSE command was

received. The logical unit may discard any pending sense data and shall clear the reported ynit

attention condition for the SCSI initiator port associated with that I_T nexus. If the unit attent|on

condition has an additional sense code of REPORTED LUNS DATA HAS CHANGED, the S¢SI

target device shall-clear any pending unit attention conditions with an additional sense codqg of

REPORTED AUNS DATA HAS CHANGED established for the I_T nexus on which the commgnd

was receivéd in each logical unit accessible by that |_T nexus;
if the deviceZserver has already generated the ACA condition (see 5.9) for a unit attention conditipn,
the device server shall report the unit attention condition (i.e., option e)B) above);
if the device server supports the NOTIFY DATA TRANSFER DEVICE command (see ADC-2) angl a
NOTIEY DATA TRANSFER DEVICE command enters the enabled command state, then the devjce
server shall process the NOTIFY DATA TRANSFER DEVICE command and shall neither report por
¢lear any unit attention condition;
if a command other than INQUIRY, REPORT LUNS, REQUEST SENSE, or NOTIFY DATA

TRANSFER DEVICE enters the enabled command state while a unit attention condition exists for the
SCSl initiator port associated with the |_T nexus on which the command was received, the device
server shall terminate the command with a CHECK CONDITION status. The device server shall
provide sense data that reports a unit attention condition for the SCSI initiator port that sent the
command on the |_T nexus; and

if a device server reports a unit attention condition with a CHECK CONDITION status and the
UA_INTLCK_CTRL field in the Control mode page contains 00b (see SPC-4), then the device server
shall clear the reported unit attention condition for the SCSI initiator port associated with that I_T
nexus on the logical unit. If the unit attention condition has an additional sense code of REPORTED
LUNS DATA HAS CHANGED, the SCSI target device shall clear any pending unit attention conditions
with an additional sense code of REPORTED LUNS DATA HAS CHANGED established for the I_T
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nexus on which the command was received in each logical unit accessible by that |_T nexus. If the
UA_INTLCK_CTRL field contains 10b or 11b, the device server shall not clear unit attention conditions
reported with a CHECK CONDITION status.
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6 SCSI events and event notification model

6.1 SCSI events overview

SCSI events may occur or be detected in either:

a) the SCSI device;
b) one or more SCSI ports within a SCSI device; or

Th

Eyv|
de

Wihen a SCSI port detects an event, it shall use the event notification services (see, 64)'to notify dev

se

Th
tar|

c) the application client, task manager, or device server.
e detection of any event may require processing by the object that detects it.

ents that occur in a SCSI device are assumed to be detected and processed by all objects within the S(
vice.

'vers, task managers, or application clients that the event has been detected.

e events detected and event notification services usage depends on whether/the SCSI device is a S(
pet device (see figure 40) or a SCSI initiator device (see figure 41).

LS|

Sl
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Figure 40 — Events and event notifications for SCSI target devices
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Figure 41 — Events and event notifications for SCSI initiator devices

p Establishing a unit attention condition subsequent to detection of an event

ble 47 shows the additional sense code that a logical unit shall use when a unit attention condition (g
4) is established for each of the conditions shown in figure 40 (see 6.1). A SCSI transport protocol nj
ine a more specific additional sense code than SCSI BUS RESET OCCURRED for reset events. The m
peific condition in table 47 known to the logical unit should be used to establish the additional sense cg
a unit attention.

e unit attention additional sense code specificity order defined in this subclause determines which |
ention condition is allowed to be established when certain conditions occur. The unit attention condit
cedence defined in5714 determines which unit attention conditions are allowed to clear other unit attent
nditions if they havenot yet been reported.
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Table 47 — Unit attention additional sense codes for events detected by SCSI target devices

Condition Additional sense code Specificity
Logical unit is unable to

distinguish between the POWER ON, RESET, OR BUS DEVICE RESET OCCURRED Lowest
conditions

POWERONOCCURREDOr

Pqwer on DEVICE INTERNAL RESET 2
SCSI BUS RESET OCCURRED or
Hard reset MICROCODE HAS BEEN CHANGED P or
protocol specific ©
Ldgical unit reset BUS DEVICE RESET FUNCTION OCCURRED
I_T nexus loss |_T NEXUS LOSS OCCURRED
Pqwer loss expected COMMANDS CLEARED BY POWER LOSS NOTIFICATION Highegt

Used after a vendor-specific power on event has occurred (e.g., a firmware reboot).
Only used if microcode has been changed (see SPC-4).
Only used if a protocol-specific reset event has occurred.

o

NOTE 17 The names of the unit attention conditions listed in this subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usage in SAM-2. The use of these-lit attention condition names is not to be
interpreted as a description of how the unit attention conditions dre represented by any given SCSI transport
protocol.

A lpgical unit should use the |_T NEXUS LOSS OCCURRED additional sense code when establishing a ynit
attention condition for an |_T nexus loss if:

a) the SCSI initiator port to which the sense-data is being delivered is the SCSI initiator port that was
associated with the |_T nexus loss, and the logical unit has maintained all state information specifig to
that SCSI initiator port since the I I nexus loss; or

b) the |_T nexus being used to de€liver the sense data is the same | T nexus that was lost, and the
logical unit has maintained all state information specific to that |_T nexus since the |_T nexus loss.

Otherwise, the logical unit shall\use one of the less specific additional sense codes (e.g., POWER ON
OCCURRED) when establishing a unit attention condition for an |_T nexus loss.

6.8 Conditions resulting from SCSI events

6.3.1 Power on

Power onis'a SCSI device condition resulting from a power on event. When a SCSI device is powered ory, it
shall eause a hard reset.

Tr‘ AL rdibiarn-anal ta-bath COQl o tiotar Ao and-SCQl
1T POWCT UM COTMTUTOUTT appnitS O OUT T OTOT T aator UTviCTSaru oo Ot U

Power on events include:

a) power being applied to the SCSI device; and
b) vendor-specific events that cause the SCSI device to behave as if power has been applied (e.g.,
firmware reboot).
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6.3.2 Hard reset

Hard reset is a SCSI device condition resulting from:

a) a power on condition (see 6.3.1);
b) microcode change (see SPC-4); or
c) areset eventindicated by a Transport Reset event notification (see 6.4).

The definition of reset events and the notification of their detection is SCSI transport protocol specific.
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h SCSI frnnepnrf prnfnr\nl standard that defines reset events shall epnr‘ify 2. SCSl| fnrgnf pnrf'c prnfn
beific actions in response to reset events. Each SCSI transport protocol standard that defines reset eve
buld specify when those events result in the delivery of a Transport Reset event notification to the-8(
plications layer.

Sl transport protocols may include reset events that have no SCSI effects (e.g., aFibre Chan
h-initializing loop initialization primitive).

e hard reset condition applies to both SCSI initiator devices and SCSI target devices?

bCSI target port’s response to a hard reset condition shall include a logical unit.reset condition (see 6.3
all logical units to which the SCSI target port has access. A hard reset condition’shall not affect any ot

col
hts
Si

hel

3)
her

Sl target ports in the SCSI target device, however, the logical unit reset condition established by a hard

et may affect commands and task management functions that are communicating via other SCSI tar
ts.

though the task manager response to task management requests-is subject to the presence of accq

trictions, as managed by ACCESS CONTROL OUT commands,(see SPC-4), a hard reset condition (g
.2) shall not be prevented by access controls.

jet

SS
ee

en a SCSI initiator port detects a hard reset conditiony.it should terminate all its outstanding Execlite

mmand procedure calls and all its outstanding task management procedure calls with a service respor
BERVICE DELIVERY OR TARGET FAILURE. A hard reset eondition shall not affect any other SCSI initiator portg

SCSl initiator device, however, the logical unitteset condition established in a SCSI target device b
rd reset may affect commands and task management functions that are communicating via other SQ

inifiator ports.

A
6.3

6.3

Lo

Th

BCSI port’'s response to a hard reset condition shall include establishing an |_T nexus loss condition (g
.4) for every |_T nexus associated-with that SCSI port.

.3 Logical unit reset

pical unit reset is a logical.uhit condition resulting from:

a) a hard reset candition (see 6.3.2); or
b) alogical unitreset event indicating that a LOGICAL UNIT RESET task management request (see 7
has been{processed.

b |ogical unitreset condition applies only to SCSI target devices.

When responding to a logical unit reset condition, the logical unit shall:

a) \abort all commands as described in 5.6;

se
n
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Sl

ee

7)

by terminate all task management functions;

c) clear all ACA conditions (see 5.9.5) in all task sets in the logical unit;

d) establish a unit attention condition (see 5.14 and 6.2);

e) initiate a logical unit reset for all dependent logical units (see 4.6.19.4); and

f) perform any additional functions required by the applicable command standards.

6.3.4 I_T nexus loss

I_T nexus loss is a SCSI device condition resulting from:

a) a hard reset condition (see 6.3.2);
b) an |_T nexus loss event (e.g., logout) indicated by a Nexus Loss event notification (see 6.4); or
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c) an |_T nexus loss event indicating that an |_T NEXUS RESET task management request (see 7.6)
has been processed.

An |_T nexus loss event is an indication from the SCSI transport protocol to the SAL that an |_T nexus no
longer exists. SCSI transport protocols may define |_T nexus loss events.

Each SCSI transport protocol standard that defines |_T nexus loss events should specify when those events
result in the delivery of a Nexus Loss event notification to the SCSI applications layer.

The |_T nexus loss condition applies to both SCSI initiator devices and SCSI target devices.

Wihen a SCST target port detects an T_T nexus Toss, a Nexus Loss event nofification indication shall|be
delivered to each logical unit to which the |_T nexus has access. In response to the resulting |_T nexus-gss
copdition a logical unit shall take the following actions:

a) abort all commands received on the |_T nexus as described in 5.6;

b) terminate all task management functions received on the |_T nexus;

c) clear all ACA conditions (see 5.9.5) associated with the |_T nexus;

d) establish a unit attention condition for the SCSI initiator port associated with the\l_T nexus (see 5(14
and 6.2); and

e) perform any additional functions required by the applicable command standards.

If the logical unit retains state information for the |_T nexus that is lost, its response to the subsequent | T
nekus re-establishment for the logical unit should include establishing a unit‘attention with an additional senjse
cofle setto |_T NEXUS LOSS OCCURRED.

If the logical unit does not retain state information for the |_T nexus that is lost, it shall consider the
subsequent |_T nexus re-establishment, if any, as the formation af'a‘new |_T nexus for which there is no ppst
higtory (e.g., establish a unit attention with an additional sense €ode set to POWER ON OCCURRED).

When a SCSI initiator port detects an |_T nexus loss,tit.should terminate all its outstanding Execute
Cammand procedure calls and all its outstanding task mianagement procedure calls for the SCSI target gort
associated with the |_T nexus with a service response«of SERVICE DELIVERY OR TARGET FAILURE.

6.3.5 Power loss expected

Power loss expected is a SCSI device condition resulting from a power loss expected event indicated by a
Power Loss Expected event notification.(see 6.4).

A power loss expected event is an indication from the SCSI transport protocol to the SAL that power loss may
ocgur within a protocol specific.period of time. SCSI transport protocols may define power loss expecled

c) perform any additional functions required by the applicable SCSI transport protocol standards.

6.4 Event notification SCSI transport protocol services

The SCSI transport protocol services described in this subclause are used by a SCSI initiator port or a SCSI
target port to deliver an indication to the SAL that a SCSI event has been detected.
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All SCSI transport protocol standards should define the SCSI transport protocol specific requirements for
implementing the Nexus Loss indication, the Transport Reset indication and the Power Loss Expected
indication described in this subclause and when these indications are to be delivered to the SCSI applications

layer.

The Nexus Loss indication and the Transport Reset indication are defined for both SCSI target devices and
SCSl initiator devices.

Indication delivered to device servers, task managers, and application clients:

Argument description:

Ing

Argument descriptions:

Th

Ind

Argument descriptions:

ication delivered to device servers, task managers, and application clients:

e Power Loss Expected indication is defined for SCSI target devices.

ication delivered to device servers and task managers:

Power Loss Expected (IN ( SCSI Port))

Nexus Loss (IN (I_T Nexus))

L_T Nexus: The specific |_T nexus that has been detected as lost.

Transport Reset (IN ( SCSI Port))

SCSI Port: The specific SCSI port in the SCSI devieefor which a transport reset was detected.

SCSI Port: The specific\SCSI port in the SCSI device for which an unexpected power loss wg
detected;

7]
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7 Task management functions

7.1 Task management function procedure calls

An application client requests the processing of a task management function by invoking the SCSI transport
protocol services described in 7.12, the collective operation of which is modeled in the following procedure
call using the following format:

Service Response = Function name (IN ( Nexus ), OUT ( [Additional Response Information} )

The task management function names are summarized in table 48.

Table 48 — Task Management Functions

Additional
Task management function Respon§e
. . Nexus argument Information Reference
(i.e., function name)

argument

supported
ABORT TASK I_T_L_Q Nexus no 7.2
ABORT TASK SET I_T_L Nexu$ no 7.3
CLEAR ACA I_T_L Nexus no 7.4
CLEAR TASK SET I|_T L-Nexus no 7.5
I_T NEXUS RESET I “I*Nexus no 7.6
LOGICAL UNIT RESET T _L Nexus no 7.7
QUERY TASK I_T L_Q Nexus no 7.8
QUERY TASK SET I_T_L Nexus no 7.9
QUERY ASYNCHRONQUS
EVENT |_T_L Nexus yes 7.10

Ingut arguments:

Nexus:—~Contains an |_T Nexus argument, | T L Nexus argument, or | T L Q Nexys
argument (see 4.8) identifying the command or commands affected by the tagk
management function.

I_T' Nexus: Thel T nexus (see 4.8) affected by the task management function.
IST)L Nexus: The |_T_L nexus (see 4.8) affected by the task management function.
INT L_QNexus: Thel T_L Q nexus (see 4.8) affected by the task management function.

Outputarguments:

Additional Response
Information:

If supported by the SCSI transport protocol and the logical unit, then three bytes
that are returned along with the service response for certain task management
functions (e.g., QUERY ASYNCHRONOUS EVENT). SCSI transport protocols
may or may not support the Additional Response Information argument. A SCSI
transport protocol supporting the Additional Response Information argument
may or may not require that logical units accessible through a SCSI target port
using that transport protocol support the Additional Response Information
argument. All output parameters are invalid.
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e of the following SCSI transport protocol specific service responses shall be returned:

FUNCTION cOMPLETE: A task manager response indicating that the requested function is complete.
Unless another response is required, the task manager shall return this
response upon completion of a task management request supported by the
logical unit or SCSI target device to which the request was directed.

FUNCTION Succeepep: A task manager response indicating that the requested function is supported
and completed successfully. This task manager response shall only be used by
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TASK SET, or QUERY ASYNCHRONOUS EVENT).
FUNCTION REJECTED: A task manager response indicating that the requested function\is n

supported by the logical unit or SCSI target device to which the function wa
directed.

NCORRECT LOGICAL UNIT A task router response indicating that the function requested, processing for g
NUMBER: incorrect logical unit number.

SERVICE DELIVERY The request was terminated due to a service delivery failure (see 3.1.116)
OR TARGET FAILURE: SCSI target device malfunction. The task manager’may or may not hay
successfully performed the specified function.

ch SCSI transport protocol standard shall define the events for each of.thése service responses.

e task manager response to task management requests is subject'to the presence of access restrictio
managed by ACCESS CONTROL OUT and ACCESS CONTROL IN commands (see SPC-4), as follow|

a) atask management request of ABORT TASK, ABORT TASK SET, CLEAR ACA, I_T NEXUS RES
QUERY TASK, QUERY TASK SET, or QUERY ASYNCHRONOUS EVENT shall not be affected
the presence of access restrictions;

b) a task management request of CLEAR TASK<SET or LOGICAL UNIT RESET received from a S(
initiator port that is denied access to theslogical unit, either because it has no access rights
because it is in the pending-enrolled statesshall not cause any changes to the logical unit; and

c) the task management function service response shall not be affected by the presence of accs
restrictions.

2 ABORT TASK

pcedure call:

Service Response = ABORT TASK (IN (L_T_L_Q Nexus))

scription:
s functionshall be supported by all logical units.

e task‘manager shall abort the specified command, if it exists, as described in 5.6. Previously establish

functions that raqnirn notification of success (ng, QUERY TASK, QUERY

Dt
s

>

ed
SK

nditions, including mode parameters, reservations, and ACA shall not be changed by the ABORT TA

function.

A response of FUNCTION COMPLETE shall indicate that the command was aborted or was not in the task set. In
either case, the SCSI target device shall guarantee that no further requests or responses are sent from the
command.

All

SCSi transport protocol standards shall support the ABORT TASK task management function.


https://standardsiso.com/api/?name=2c3487a1911c557816e85b7fc44021af
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