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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies
(ISO member bodies). The work of preparing International Standards is normally carried out through ISO
technical committees. Each member body interested in a subject for which a technical committee has been
established has the right to be represented on that committee. International organizations, governmental and

non-governm

ental in liaison with ISO_ also take part in the work
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Electrotechnical Commission (IEC) on all matters of electrotechnical standardization.
Standards are drafted in accordance with the rules given in the ISO/IEC Directives, Part 2.
5k of technical committees is to prepare International Standards. Draft International Stan

the technical committees are circulated to the member bodies for voting.Publication
Standard requires approval by at least 75 % of the member bodies casting-a Vote.

hall not be held responsible for identifying any or all such patent rights.

sessment of Measurement Uncertainty in Fire Tests, copyright ASTM International.
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Introduction

Users of fire test data often need a quantitative indication of the quality of the data presented in a test report.
This quantitative indication is referred to as the “measurement uncertainty”. There are two primary reasons for
estimating the uncertainty of fire test results:

ISOAEC 17025 rnquirne that competent fnefing and calibration laboratories include uncertai ty estimates
for the results that are presented in a report.

— [Kire safety engineers need to know the quality of the input data used in an analysis to determine the
uncertainty of the outcome of the analysis.

Gengral principles for evaluating and reporting measurement uncertainties are described in
ISO/IEC Guide 98-3:2008. Application of ISO/IEC Guide 98-3:2008 to fire test data presents $ome unique
challgnges. This International Standard shows how these challenges can beteyercome.

© 1SO 2010 — All rights reserved \"
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INTERNATIONAL STANDARD

ISO 29473:2010(E)

Fire tests — Uncertainty of measurements in fire tests

1
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The

nternational Standard gives guidance on the evaluation and expression of uncertainty of firg
urements developed and maintained by ISO/TC 92, based on the approach ¢

[EC Guide 98-3.

Cation of this International Standard is limited to tests that provide quantitative results in eng
includes, for example, methods for measuring the heat release rate of burning specime
bn consumption calorimetry, as in ISO 5660-1:2002.

nternational Standard does not apply to tests that provide results in the form of indices or
pass/fail).

me cases, additional guidance will be required to supplement this International Standard.
xpression and use of uncertainty at low levels may . require additional guidance and
Ciated with sampling are not explicitly addressed.

1 The procedures described in this International Standard involve some complex mathematics. E
psurement uncertainty are provided in Annex A.

2  The guidelines presented in this International Standard may also be used to evaluate an
ainty associated with fire test results. Howeyer, it is not always possible to quantify the uncertainty of
me sources of uncertainty cannot be accolnted for.

Normative references

following referenced documents are indispensable for the application of this documen

refergnces, only the edition cited applies. For undated references, the latest edition of th

docu

ISO 4
relea

ISO |
meth

ment (including any,amendments) applies.

660-1:2002,. Reaction-to-fire tests — Heat release, smoke production and mass loss rate —
Se rate (cohe calorimeter method)

725-2;1994, Accuracy (trueness and precision) of measurement methods and results —

test method
resented in

neering units.
ns based on

binary results

For example,
uncertainties

asic concepts

I express the
ire test results

t. For dated
e referenced

Part 1: Heat

Part 2: Basic
od

bd-for the determination of repeatability and reproducibility of a standard measurement meth

ISO 13943, Fire safety — Vocabulary

ISO/IEC 17025:2005, General requirements for the competence of testing and calibration laboratories

ISO/IEC Guide 98-3:2008, Uncertainty of measurement — Part 3: Guide to the expression of uncertainty in
measurement (GUM:1995)

ISO/IEC Guide 99:2007, International vocabulary of metrology — Basic and general concepts and associated
terms (VIM)
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3 Terms,

definitions and symbols

For the purposes of this document, the following terms, definitions and symbols apply.

31

3.141

Terms and definitions

measurement uncertainty
uncertainty of measurement

uncertainty

non-negative parameter characterizing the dispersion of the quantity values being attributed to a measurand,

based on theg

NOTE Ad
3.1.2
standard m

a
standard unEertainty of measurement

standard un
measuremer|

[ISO/IEC Gu

313

Type A eval
Type A eval
evaluation of
obtained und
NOTE Ad
3.1.4

Type B eval
Type B eval
evaluation of
of measuren
NOTE M
3.1.5

combined s
combined s

standard me
associated W

information used

apted from ISO/IEC Guide 99:2007: the Notes are not included here.

surement uncertainty

ertainty
t uncertainty expressed as a standard deviation

de 99:2007, definition 2.30]

ation of measurement uncertainty
hation

a component of measurement uncertainty by a statistical analysis of measured quantity v
er defined measurement conditions

apted from ISO/IEC Guide 99:2007: the Notes aré-not included here.

hation of measurement uncertainty.
hation

a component of measurementiuncertainty determined by means other than a Type A evaly
ent uncertainty

pdified from ISO/IEC Guide)99:2007: the Example and Note are not included here.

andard measurement uncertainty
andard uncertainty

psurement ‘uncertainty that is obtained using the individual standard measurement uncerta
ith the input quantities in a measurement model

alues

ation

inties

[ISO/IEC Gu

de-99:2007, definition 2.31]

3.1.6

expanded measurement uncertainty
expanded uncertainty
product of a combined standard measurement uncertainty and a coverage factor one

NOTE

Adapted from ISO/IEC Guide 99:2007: the Notes are not included here and the definition is slighty modified.
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https://standardsiso.com/api/?name=5afa07324f3e4a2b51c0096539edc04c

ISO 29473:2010(E)

3.1.7

coverage factor

number larger than one by which a combined standard measurement uncertainty is multiplied to expand the
coverage probability to a specified value

NOTE 1 A coverage factor is usually symbolized k (see also ISO/IEC Guide 98-3:2008, 2.3.6).

NOTE 2  Adapted from ISO/IEC Guide 99:2007.

3.2 Symbols
C cone calorimeter orifice coefficient (m'2-kg 12K 2y
¢; sensitivity coefficient of .X;
f functional relationship between the measurand and the input quantities (Equation2)
k coverage factor
m number of sources of error affecting the uncertainty of X; (Equation 8)
N number of input quantities
n number of observations or measurements
0 heat release rate (kW)

Qb burner heat release rate (kW)
To stoichiometric oxygen to fuel ratio (kg/kg)

r(x; x;) estimated correlation coefficient between X; and .X;

s experimental standard deviation

T, exhaust stack temperature’at the cone calorimeter orifice plate flow meter (K)

t t-distribution statistic for the specified level of confidence and effective degrees of freedom
U expanded uncertainty

u standafdyuncertainty

U combined standard uncertainty

u; standard uncertainty due o ;" source of error

X ith input quantity

X measured oxygen mole fraction in the exhaust duct

Xx?° ambient oxygen mole fraction in dry air (0,209 5)
mean of n measurements
x;x K" measured value of X;

Y true value of the measurand

© 1SO 2010 — All rights reserved 3
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<l

Yk

Ahe

5

measured value of the measurand

mean of n measurements

kth measured value

number of moles of gaseous combustion products generated per mole of O, consumed
net heat of combustion (kJ/kg)

pressure drop across the cone calorimeter orifice plate (Pa)

half-{
meas
contr,
effec

degré

vidth of the interval [Equation 7)]

urement error

bution to the total measurement error from the error associated with the input'€stimate x;
ive degrees of freedom

pes of freedom assigned to the standard uncertainty of input estimate)x;

4 Principles

The objectiv
needs to be
(absolute) er|

e=y—}
where

e istH

y istH

Y isth
All terms in

used to dete

b of a measurement is to determine the value of the“measurand, i.e. the physical quantity
measured. Every measurement is subject to error,"no matter how carefully it is conducted
ror of a measurement is defined as follows:

b

e measurement error;
e measured value of the imeasurand;
e true value of the méasurand.

Fquation (1) have the units of the physical quantity that is measured. This equation cann
'mine the efror of a measurement because the true value is unknown, otherwise a measurg

would not bg¢ needed:. In fact, the true value of a measurand is unknown because it cannot be mea

without error
estimate is re

. Howeéver, it is possible to estimate, with some confidence, the expected limits of error|
ferred to as the “uncertainty of measurement” and provides a quantitative indication of its qu

that
. The

(1

ot be
ment
sured

This
ality.

Errors of measurement may have two components, a random component and a systematic component. The
former is due to a number of sources that affect a measurement in a random and uncontrolled manner.
Random errors cannot be eliminated, but their effect on uncertainty may be reduced by increasing the number
of repeat measurements and by applying a statistical analysis to the results. Systematic errors remain
unchanged when a measurement is repeated under the same conditions. Their effect on uncertainty cannot
be completely eliminated either, but it can be reduced by applying corrections to account for the error
contribution due to recognized systematic effects. The residual systematic error is unknown and may be
treated as a random error for the purpose of this International Standard.

© 1SO 2010 — All rights reserved
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5 Evaluating standard uncertainty

5.1

General

A quantitative result of a fire test Y is not normally obtained from a direct measurement, but is determined as a

functi

on (f) from N input quantities X4, X5, ..., Xy

V= f(Xq,Xp,0, Xy)

where

+
4

An ef
the N

Subs

wher

A po
The
stand

&

" is measurand,;

is the functional relationship between the measurand;

; is input quantities (i=1 ... N).

nput quantities may be categorized as quantities whose values and uncertainties are:

irectly determined from single observation, repeated observation or judgment based on exp
rought into the measurement from external sources such as refefence data obtained from h

stimate of the output, y, is obtained from Equation (2) using.input estimates x4, x,, ..., x for
input quantities:

= f(xq X0, X y)
fituting Equations (2) and (3) into Equation (1)\l€ads to:

=Y+e=Y+e1texp+tey

W

- is the contribution to thetotal measurement error from the error associated with the inpu

5sible approach to determine the uncertainty of y involves a large number (n) of repeat mgq

mean value of the\resulting distribution (y) is the best estimate of the measurand. The
ard deviation of.thé’mean is the best estimate of the standard uncertainty of y, denoted by u

2
() =2 -

()

Brience; or
andbooks.

the values of

®)

(4)

estimate x;.
basurements.

experimental
):

®)

where

u is standard uncertainty;

s is the experimental standard deviation;

n is the number of observations;

y; is the K" measured value;

<I

© IS0

is the mean of n measurements.
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The number of observations » should be large enough to ensure that y provides a reliable estimate of the
expectation u, of the random variable y, and that s2 (y) provides a reliable estimate of the variance
o?(7) =% (y)n.

NOTE  If the probability distribution of y is normal, then the standard deviation of s () relative to ¢ () is approximately
[2(+N]""2. Thus, for n =10 the relative uncertainty of s(3) is 24 percent, while for » =50 it is 10 percent. Additional
values are given in Table E.1 in ISO/IEC Guide 98-3:2008.

Unfortunately, it is often not feasible or even possible to perform a sufficiently large number of repeat
measurements. In those cases, the uncertainty of the measurement can be determined by combining the
standard uncertainties of the input estimates. The standard uncertainty of an input estimate x; is obtained from

the distributi

how the distr]

5.2 Type

A Type A ev
from a serieg

u(x;) = o

where
X; ) s th

x; isth

NOTE

5.3 Type

A Type B ev
frequency dig
or general k
assigned to 1

If the quoted uncertainty from~a manufacturer specification, handbook or other source is stated to

particular my
the multiplier]
distribution, {

Often the un

Type A evaluations of standard uncertainty are rate in fire tests as repeated measurements are not comn

bution of possible values is obtained.

A evaluation of standard uncertainty

pluation of standard uncertainty of x; is based on the frequency distribution~which is estin
of n repeated observations x; , (k=1 ... n). The resulting equation is similar'tp,Equation (5):

e kth measured value;

e mean of n measurements.

B evaluation of standard uncertainty

bluation of standard uncertainty of x; is not based on repeated measurements but on an a
tribution. In this case thesuncertainty is determined from previous measurement data, exper
howledge, manufacturer's-specifications, data provided in calibration certificates, uncerta
eference data takenArom handbooks, etc.

Iltiple of a standard deviation, the standard uncertainty u(x;) is simply the quoted value divid
For example; the quoted uncertainty is often at the 95 % level of confidence. Assuming a n
his corresponds to a multiplier of two, i.e. the standard uncertainty is half the quoted value.

certainty is expressed in the form of upper and lower limits. Usually there is no specific know

n of possible values of the input quantity X.. There are two types of evaluations depending on

hated

non.

priori
ence
inties

be a
ed by
brmal

edge

5sible values of Y within the interval and one can nnl\/ assume that it is nmlall\/ nrnhahln foul

X; to

about the po

lie anywhere in it. Figure 1 shows the most common example where the corresponding rectangular dlstrlbutlon

is symmetric with respect to its best estimate x,. The standard uncertainty in this case is given by:
AX;
u(x;)=—=- (7)
i \/5
where

AX; is the half-width of the interval.
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AX AX;
u-AX; p-=221 U u+=220 u +AX;
SRRV /3 :

Figure 1 — Rectangular distribution

If some information is known about the distribution of the possible values of Xj within the |interval, that
knowledge is used to better estimate the standard deviation.

5.4 | Accounting for multiple sources of error
The uncertainty of an input quantity is sometimes due to multiple sourees error. In this case, [the standard

unceftainty associated with each source of error has to be estimated,separately and the standard uncertainty
of the input quantity is then determined in accordance with the following equation:

()= [ i) ®)
=

. is the number of sources of error. affecting the uncertainty of x;;

wher

w

is the standard uncertainty due to ;1" source of error.

=~

6 Determining combined standard uncertainty

The gtandard uncertainty~of y is obtained by appropriately combining the standard uncertaintieg of the input
estimates x4, x,,..., x{.)If all input quantities are independent, the combined standard uncertainty| of y is given

by:
gl |, y ?
" ) u?(x;) ;[ciu(xi)] (9)

is a combined standard uncertainty;

L

N
c(y): Z
b2

where

Ue

¢; are sensitivity coefficients.

Equation (9) is referred to as the law of propagation of uncertainty and based on a first-order Taylor series
approximation of Y=/ (X, X5, ..., Xy). When the non-linearity of f'is significant, higher-order terms shall be
included (see 5.1.2 in ISO/IEC Guide 98-3 for details).

© 1SO 2010 — All rights reserved 7
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When the input quantities are correlated, Equation (9) shall be revised to include the covariance terms. The
combined standard uncertainty of y is then calculated from:

Z[cu X; ):| +22 Z c;c u(x u(x )r(xl,x ) (10)
i=1 j=i+1

where

(x;, xj) is the estimated correlation coefficient between X; and X
Since the values of the input quantities are not known, the correlation coefficient is estimated on the basis of
the measured values of the input quantities.
7 Determining expanded uncertainty
It is often nefcessary to give a measure of uncertainty that defines an interval aboutthe measurement fesult
that may be gxpected to encompass a large fraction of the distribution of values thatCould be attributed fo the
measurand. [This measure is termed expanded uncertainty and is denoted by U.Fhe expanded uncertaipty is
obtained by multiplying the combined standard uncertainty by a coverage factor £:

U(y)=huc(y) (11)
where

U is ekpanded uncertainty;

k  is the coverage factor.
The value of| the coverage factor k is chosen on'the basis of the level of confidence required of the interval
y—U to y+ /. In general, k will be in the range*2 to 3. Because of the central limit theorem (CLT), f can
usually be dgtermined from:

k= vy 0/2) (12)
where

t s the t-distribution statistic for the specified level of confidence and effective degrees of freedom;

Ve IS effective degrees of freedom.

(confidepcedevel: 100 (1-a) %)
Table 1 giveSvalues of thetdistributionmstatistic for different tevets—of confidence—and—degreesof freedom.

A more complete table can be found in Annex G of ISO/IEC Guide 98-3:2008.

© 1SO 2010 — All rights reserved
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Table 1 — Selected values of the t-distribution statistic

Degrees Confidence level Degrees Confidence level Degrees Confidence level
of freedom 95 % 99 % of freedom 95 % 99 % of freedom 95 % 99 %
1 12,71 63,66 6 2,45 3,71 20 2,09 2,85
2 4,30 9,92 7 2,36 3,50 30 2,04 2,75
3 3,18 5,84 8 2,31 3,36 40 2,02 2,70
4 2,78 4,60 9 2,26 3,25 50 2,01 2,68
5 2,57 4,03 10 2,23 3,17 © 1,96 2,58

The ¢ffective degrees of freedom can be computed from the Welch-Satterthwaite formula:

off = - 4 (13)

wher

W

;  is the degree of freedom assigned to the standard uncertainty of input estimate x;.

The degrees of freedom v, is equal to n —1 if x; is estimated as the arithmetic mean of »|independent
obsefvations (Type A standard uncertainty evaluation). If u(x;) is obtained from a Type B evaluatipn and it can
be tr¢ated as exactly known, which is often the case in practice, v; — . If u(x;) is not exactly known, v; can be
estimated from:

[uc(xi)]z zl{Au(xi)}_z
{olut]f” 2L

The quantity in large brackets in Equation (14) is the relative uncertainty of u(x;), which is a subjeftive quantity
whose value is obtained by scientific’ judgement based on the pool of available information.

1
i~3 (14)

The probability distribution ofy(v) is often approximately normal and the effective degrees of fregdom of u(y)
is of significant size. Whén,this is the case, one can assume that taking £ =2 produces an intefval having a
level |of confidence of approximately 95,5 percent, and that taking & = 3 produces an interval havjng a level of
confiflence of approximately 99,7 percent.

8 Reporting uncertainty

The fesult of a measurement and the corresponding uncertainty should be reported in the formp of Y=y + U
followed by the units of y and U. Alternatively, the relative expanded uncertainty U/|y| in percent can be
specified instead of the absolute expanded uncertainty. In either case the report should describe how the
measurand Y is defined, specify the approximate confidence level and explain how the corresponding
coverage factor was determined. The former can be done by reference to the appropriate fire test standard.

The report should also include a discussion of sources of uncertainty that are not addressed by the analysis.

© 1SO 2010 — All rights reserved 9
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9 Summary of procedure for evaluating and expressing uncertainty

The procedure for evaluating and expressing uncertainty of fire test results involves the following steps:

10

1) Express mathematically the relationship between the measurand Y and the input quantities X; upon
which Y depends: ¥ = (X4, X5, ..., Xy).

2) Determine x;, the estimated value for each input quantity ;.

3) Identify all sources of error for each input quantity and evaluate the standard uncertainty u(x;) for

eac
4) Evd
5) Cal
6) Det

unc
Cla

h input estimate x;.

Ise 6.

luate the correlation coefficient for estimates of input quantities that are dependent.

Culate the result of the measurement, i.e. the estimate y of the measurand Y from, the’ funcfional
relationship f'using the estimates x; of the input quantities .X; obtained in step 2.

ermine the combined standard uncertainty u.(y) of the measurement result [y from the stapdard
ertainties and correlation coefficients associated with the input estimates as describ¢d in

7) Select a coverage factor k£ on the basis of the desired level of confidence as described in Clapse 7

and

8) Req
Cla

An exani

multiply u.(y) by this value to obtain the expanded uncertainty U}

Ise 8.

procedune can be found in Annex C.

ort the result of the measurement y together with its expanded uncertainty U as discussed in

ple from heat release measurements in the cone calorimeter illustrating the application gf this
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Annex A
(informative)

Basic concepts of measurement uncertainty

The objective of a measurement is to determine the value of the measurand, i.e. the quantity being measured.
Measurements are not perfect and give rise to errors. The true value of a measurand can therefore never be
determined because measurement errors cannot be eliminated.

The ;I)urpose of measurement uncertainty analysis is to quantify the quality of a measurement.by

limits
desc
accu
ISO/I

Mead
unde
due f
unce
Syste

elimipated as much as possible, for example through calibration of the measuring equipmen

syste
the e

valud.

EC Guide 98-3 and in this International Standard.

of the measurement errors at a specified level of confidence. Sometimes the termcaccura
ibe the quality of a measurement. However, this term is ambiguous. For example, what
acy of £ 2 %? Isit£ 1 % or £ 4 %? To avoid this ambiguity, the term uncertainty.is preferreq

urement errors can be random or systematic. A series of measurements of a measurar
r the same conditions results in values that are randomly scattered arotind a mean value. 1
o the effects of sources of random error. Random errors cannot ©e eliminated, but the ¢
tainty can be reduced by increasing the number of measuremeénts and applying a statist
matic errors remain unchanged when measurements are“repeated. Systematic error

matic errors for the purpose of uncertainty analysis aredumped with random errors. Figure 4
ffect of random and systematic errors on measurement uncertainty. The centre of the targ
1
2
1 4
3 3

establishing
cy is used to
is twice the
| and used in

d performed
'he scatter is
brresponding
cal analysis.
5 should be
l. Remaining
\.1 illustrates
et is the true

A WO N -

©ISO

low random error
low systematic error
high systematic error
high random error

Figure A.1 — Effect of random and systematic errors on measurement uncertain

2010 — All rights reserved
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The first step in an uncertainty analysis is to identify all sources of error. The sources are grouped into two
categories based on the method used to evaluate the associated uncertainty. A Type A evaluation is based on
a statistical analysis of repeated observations. A Type B evaluation is based on other means,
e.g. manufacturer's specifications, engineering judgement, data in the literature, etc. The uncertainty for each
source of error, regardless of the type of evaluation, is expressed as a standard deviation and is referred to as
the standard uncertainty. The standard uncertainties for all sources of error are then combined into an overall
value of uncertainty called the combined standard uncertainty. The level of confidence of the combined
standard uncertainty, i.e. the probability that the true value is within one combined standard uncertainty on
either side of the measured value, is approximately 68 %. The confidence level is usually increased by
multiplying the combined standard uncertainty by a constant, referred to as the coverage factor. A coverage
factor of 2 is commonly used to raise the confidence level to approximately 95 %.
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Annex B
(informative)

Uncertainty of fire test results

This International Standard provides guidance for evaluating the uncertainty of measurements in fire tests.
The process of estimating the overall uncertainty of final fire test results is more complex and involves at least
the following three sources:

In so
unce
is an

a)

b)

c)

Howsd
Meas
good
varia
surfa
majo

The

meas

uncertainties in the test conditions;

Uncertainties associated with the specimen being tested;

uncertainties in the measurements according to this International Standard.

e cases it is possible to determine how the uncertainties from these-three sources affe
tainty of the final fire test result. Total heat release measured in the‘cone calorimeter (ISO
example of that.

The uncertainty of the total heat release associated with the test conditions is primarily du
the heat flux measurements. 1ISO 5660-1:2002 specifies that the accuracy of the heat flux ni
within £ 3 %. The uncertainty associated with the heat fluxx-measurements can therefore be a

.
ariations in the thickness and area of the spegcimen. The actual thickness can be measur
ccuracy and since the total heat release is proportional to the volume of the specimen, co
e made to account for the uncertainty duecto variations in specimen size.

4

[«

[

1
q

he uncertainty of heat release measurements in the cone calorimeter is illustrated in Annex
f an example.

bver, it is often not possible-{o-account for all sources contributing to the uncertainty of firg
uring the fire resistance of a-building element based on a furnace test in accordance with IS
example. In this case-itis not possible to quantify the contribution to the overall uncer
ions in the thermal gxposure conditions, specimen construction details, exact location of th
- contributors, i which case it is not feasible to develop a meaningful estimate of the overa

urements-that are made during the test.

Iisefulness ofthis International Standard is then limited to evaluating and expressing the |

ct the overall
h660-1:2002)

b to errors in
eter shall be
ccounted for.

[he uncertainty of the heat release rate associated-with the specimen being tested is prifnarily due to

bd with great
rrections can

C by means

test results.
0 834 [lis a
tainty due to
e unexposed

Ce thermocouples; etC. The sources of uncertainty that cannot be accounted for might in fact be the

| uncertainty.
ncertainty of
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Annex C
(informative)

Example of estimating the uncertainty in heat release measurements
in the cone calorimeter

NOTE Heat release rate measured in the cone calorimeter in accordance with ISO 5660-1:2002 is used here to
illustrate the application of the guidelines provided in this document

C.1 Expréss the relationship between the measurand Y and the input quantities X

The heat relgase rate is calculated in accordance with Equation (7) in ISO 5660-1:2002:

o _

Q:(A—Zc—]tmc\/% % ©1)
where

0 is the heat release rate (kW);

Ahg is the net heat of combustion (kJ/kg);

o is the stoichiometric oxygen to fuel ratio (kg/kg);

C is the orifice coefficient (m1/2-kg1/2-K1/2):

AP is the pressure drop across the orifice plate (Pa);

T, is the exhaust stack temperature at the orifice plate flow meter (K);

ng is the ambient oxygen mole fraction in dry air (0,209 5);
on ip the measured,oxygen mole fraction in the exhaust duct.

The ratio off Ak, to r\is® referred to as “Thornton's constant’. The average value of this constgnt is
13,100 kJ/kg|O,, which is accurate to within + 5 % for a large number of organic materials [2].

50 % larger than the volume of oxygen consumed in combustion. This is correct for complete combustjon of
methane. However, for pure carbon there is no increase in volume because one mole of CO, is generated per
mole of O, consumed. For pure hydrogen the volume doubles as two moles of water vapour are generated

per mole O, consumed. A more accurate form of Equation (C.1) that takes the volume increase into account
is as follows [3I:

. X2 -Xo
Q:(AhCJmoc 122 O ~ % (C.2)
"o Te | 1+(B-N0Xg, ~BXo2

where B is the number of moles of gaseous combustion products generated per mole of O, consumed.

Equation (C.[1) is\based on the assumption that the standard volume of the gaseous products of combusliion is

14 © 1SO 2010 — Al rights reserved
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This is the equation that is used to estimate the uncertainty of heat release rate measurements in the cone
calorimeter. Hence, the output and input quantities are as follows:

Ah
rC,XZZC,XSEAP,X4=T6,X5:X02,X6:ﬂ (C3)
(o]

YEQ,X1E

Note that in a test O is calculated as a function of time based on the input quantities measured at discrete
time intervals Af.

C.2 Determine x,, the estimated value of X, for each input quantity

For the purpose of this example, a 19 mm thick slab of western red cedar was tested~at a| heat flux of
50 kW/m2. The test was conducted in the horizontal orientation with the retainer frame. The spatk igniter was
used|and the test was terminated after 15 min. The corresponding measured values\0DAP (X3), T, (X,) and
Xo,| (X5) are shown as a function of time in Figures C.1, C.2 and C.3, respectively. Note thaf the latter is
shiftzed over the delay time of the oxygen analyzer to synchronize X5 with the other two measured input
quantities.

The first input quantity is estimated as X; = Ak Jr, = 13,100 kd/kg = x4, Which is based on the gverage for a
large|number of organic materials [2]. The orifice constant was obtained from a methane gas burnier calibration
as degscribed in 10.2.4 of ISO 5660-1:2002 and is equal to X, = C 20,0443 0 m"/2 kg"2 K12, Fipally, the mid
valug of 1,5 is used to estimate the expansion factor .

Y
140 T

— 1
—2

130 | | ” I _w‘.\,m‘w,‘,“,m“
M e 1‘4 \ i Lt
| ( | “|! 'i‘ ‘l |y ,lx’ M ll 'lt‘ "‘“ Hll\ ) ‘“[ l" 1““‘ | I IMI“ l ‘
= ‘\ | I ’ i‘, v“"h \ A k ! i
Y ’ JJ‘\" .“'l

120

110 1 1 1 1 1 1 1 1 1 1 -
0 300 600 900 X

Key
X time(s)

Y differential pressure (Pa)

1 differential pressure

2 eleven-point moving average

Figure C.1 — Differential pressure measurements
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Figure C.2 — Stack temperature measurements
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Figure C.3 — Oxygen mole fraction measurements
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C.3 Identify all sources of error and evaluate the standard uncertainty for each X;

C.3.1 Standard uncertainty of A% /r,

The average value of 13,100 kJ/kg is reported in the literature to be accurate to within +5 % for a large
number of organic materials[2l. The probability distribution is assumed to be rectangular, which, in accordance
with Equation (7) leads to:

u

Axq 0,05x13,100

N V3

= 378E

(x1) = kg

(C.4)

C.3.1

The
99,94
was

wher

Note
beca

After
the n
rate

two n

The
calcu
unce

P Standard uncertainty of C
prifice constant was obtained from a methane gas burner calibration. The burnérwas §

alculated in accordance with Equation (5) in ISO 5660-1:2002:

L~

Qb ,Te 1,105—1,5)(02
| =, | 0—
12,540x1,10 \ AP on -Xo,
2] Qb is the burner heat release rate (kW).

that Equation (5) in 1SO 5660-1:2002 assumes that Qb is exactly 5 kW. Equation (C.5)
se the burner heat release rate is never exactly 5 kW

a two-minute baseline period, the methane supply valve was opened and the gas burner wa
ext five minutes, the burner was supplied with methane at a flow rate corresponding to a
bf approximately 5 kW. The methane supply valve was then closed and the calibration wg
ninutes later. During the entire nine minutes, data were collected at one-second intervals.

prifice constant was estimated as.0,044 30 m1/2 g'/2 K12 on the basis of the average o
lated every second in accordance with Equation (C.5) during the final three min. of th
tainty due to the variations~0f*C during this three-minute period can be calculated in acc

Equation (C.5) and is equal to# 8;000 07 m1/2-kg1/2 K1/2,

Some uncertainty is assatiated with the fact that C is not a true constant, but varies slightly as

the h
perfo
Tablg
0,00(

The
error

eat release rate. To determine this component of the uncertainty, methane gas burner calif
rmed at heat rélease rate levels of nominally 1, 3, 5, 7, and 9 kW. The resulting C values|
C.1. The corresponding uncertainty can be estimated from the standard deviation ang
20 m12 kg2 K112,

incertainty of C is also partly due to errors in measuring Qb, Te, AP, and Xq, . These 1
5 Consist of two components: the calibration error of the sensor and the measurement errg

supplied with

% pure methane at a flow corresponding to a heat release rate of approximately 5 kW. The value of C

is preferred

S ignited. For
heat release
s terminated

f 180 values
e burn. The
prdance with

a function of
rations were
are given in

is equal to

heasurement
r of the data

acqu

H 4 Tl £, + alat H PUY o +lo \l Ll '+ b 4 s al
SIUUIT SYyOSITITE. TTIC TUTTIICT TS UTITTTINITITU TTUTTT TS STTToUT o LAl atiult LTTunialc Ul ostdliud

d. The latter

can be found on the manufacturer's data acquisition system specification sheet and is usually a function of the
analog signal that is measured. For example, the stack thermocouple that was used for the measurements
described in this annex conforms to ASTM E 230, which specifies a limit of error for Type K thermocouples of
+ 2,2 K. Assuming a rectangular probability distribution, in accordance with Equation (7), this corresponds to a
standard uncertainty of + 1,27 K. The accuracy of Type K thermocouple measurements in accordance with the
data acquisition specification sheet based on a normal distribution and three standard deviations is equal to
+ 1 K, which leads to a standard uncertainty of + 0,33 K. The combined uncertainty based on Equation (8) is
+1,31 K.
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Table C.1 — Uncertainty of C due to non-linearity

The standar(
similar manr
component i

except that
ISO 5660-1:1
30 min perid
standard undg

Note that th
considered H
three-minute
due to meagd

uncertainty for independent input quantities, Equation (9). Thetsensitivity coefficients are given by:

Qb (KW) C (m"2-kg"2-K"2)
1,03 0,043 82
2,97 0,044 06
4,92 0,044 30
6,94 0,044 08
8,82 0,044 27
Mean 0044 11
Standard Deviation 0,000 20

i uncertainties of the methane flow and differential pressure measurements are determine

ina

er as for the stack temperature, except that the data acquisition measurement uncerfainty
determined based on the manufacturer's specifications as a function of the sensor signal in| volts.
The standard uncertainty of the oxygen mole fraction measurement is also determined in a similar manner,

the sensor calibration uncertainty component is based on the drift’ that is specifi
P002. Clause 6.11 of the same standard specifies that the drift shall not exceed 50 ppm o
d. Since the methane calibration was performed over less thany*30 min, the correspo
ertainty should not exceed + 50/N3 ppm ~ + 29 ppm.

e uncertainties due to noise of the @, T,, AP, and.3X§, measurements are not ex
ecause they are accounted for by the uncertainty assaciated with the variations of C durin
period over which the orifice constant is determined?, The combined standard uncertainty
urement errors of the input quantities can now be determined from the law of propagati

d in
ver a
nding

licitly
g the
of C
on of

(C.6)

(C.7)

(C.8)

oC 1 T, 1,105—1,5)(02
< = _— 0—
00, 12.540x1,10 VAP X3 -Xo,
oc 1 O 1 | 1105-45X0,
oT,  2[12,540x1,10 \| T,AP X3~ Xo,
oc |1 Op 7, | 1105-15X0,
B 3 o
AP |2 12,54ox1,10\/Ap X8 - Xo,
and
[ -
oc B Qb & 1,105—1,5)(02
oXo. 12,540x110VAP| [ o 2
2 (X02 —on)

(C.9)

The resulting combined uncertainty due to flow rate, temperature, pressure and oxygen mole fraction
measurement error is 0,000 19 m'2-kg1/2.K1/2_ Finally, combination with the uncertainties due to noise and

non-linearity

u(x7) = /0,000 202 + 0,000 072 +0,000 192 =0,000 28 m"? kg"2.K "2

18

leads to the following total combined uncertainty of C:

(C.10)
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